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Abstract

Cybercrime and cyber-security are attracting irgirep attention, both for the relevance of Critical
Information Infrastructure to the national econoamyd security, and the interplay of the policies
tackling them with ‘ICT sensitive’ liberties, suels privacy and data protection.

This study addresses the subject in two ways. @notte hand, it aims to cast light on the (legal
substantive) nature of, and relationship betweghercrime and cyber security, which are currently
‘terms of hype’ (and therefore it is descriptivén the other, it explores the possibility of redbng
data protection and privacy with the preventioncgbercrime and the pursuit of a cyber-security
policy (and therefore it explores causation).

As such, the subject falls in the ‘security vsvaady’ debate, and wishes in particular to inveséiga
whether it is possible to build ‘human rights bysig@’ security policies, i.e. a security policy tha
reconciles both security and human rights.

My argument hinges on a clarification of the tegyldercrime’ (and cyber-security), both by building
on the literature — which recognises the mix oflitranal crimes committed by electronic means
(broad cybercrime or off-line crimes), and novelmas possible only in the online environment
(narrow cybercrime or online crimes) —and on omdgiimterpretations as far as the relationship
between cybercrime and cyber-security is concerned.

| argue that narrow (or online) crimes and broadoféline) crimes are profoundly different in tesm

of underlying logics while facing the same procediwhallenges, and that only narrow cybercrime
pertains to cyber-security, understood as a po¥ey, the current policy debate is focussing to@imu
on broad cybercrimes, thus biasing the debate theebest means to tackle ICT-based crimes and
challenging the liberties involved.

| then claim that the implementation of data pridgcprinciples in a cyber-security policy can ast

a proxy to reduce cyber threats, and in partic(tarrow) cybercrime, provided that the following
caveats are respected: i) we privilege a techraoatputer security notion; ii) we update the data
protection legislation (in particular the understiaig of personal data); and iii) we adopt a core-
periphery approach to human rights.

The study focuses on the European Union. The ictierabetween privacy and data protection and
other liberties involved, as well as purely proaadlissues, are outside of the scope of this rekear
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DATA PROTECTION AND THE PREVENTION OF CYBERCRIME :
THE EU AS AN AREA OF SECURITY?

Maria Grazia Porcedda*

1. Introduction

1.1 Defining the Problem

‘Security vs. privacy’ is a familiar dichotomy smd/11, when national security has been made
conditional on increasing collection of personaloimation. The question whether measures to
address security concerns should trump the pefrigskinitations of privacy and data protection has

inspired innumerable laws, policy documents, boakscles, and blogs. Positions and nuances vary
along and across the defining lines of security lamehan rights culture of those countries where the
debate has flourished, notably the United Statesitarallies, such as the European Union (hereafter
EV).

In general, some acknowledge the existence of itteotbmy, but consider either side so paramount
as to justify the trump. Other authors focus onritles we would incur by compressing these rights.
few have questioned the dichotomy, dismissing thportance of one of its terms. It is surprising,
though, to observe the scant attempts to propas#igal reconciliation of security with the respett
privacy and data protection, one example beindahawing:

“We sometimes see “security vs. privacy,” where th® are antagonistic. Notably, greater
security can often be accomplished when securigefohave greater information—raising privacy
risks. [...] The focus on surveillance...nonethelesptwas only part of the story. In many
instances we see “security and privacy,” wheretti® are complementary. Under the standard
approach to privacy protection, good security iseasential fair information practice. After all,
good privacy policies are worth very little if hagk or other outsiders break into the system and
steal the data. Both privacy and security shar@mptementary goal—stopping unauthorized
access, use, and disclosure of personal informa@Gaod security, furthermore, does more than
keep the intruders out. It creates audit trailsualvehich authorized users have accessed particular
systems or data. These audit trails allow an adauyiover time of who has seen an individual’s
personal information. The existence of accountirmgimanisms both deters wrongdoing and makes
enforcement more effective in the event of suchngdwing.*

Indeed, ‘information’ or ‘computer’ or ‘cyber’ sexdty and the connected cybercrimes ar&a page
topics in security circles, due to the relevanceCdtical Information Infrastructure (hereafter LlI
both to the economy and national security. Cybetnsty policies are therefore being developed
ubiquitously, and in the EU a consensus is emergimgards building a comprehensive strategy,
which is timely for at least three reasons.

Firstly, computer security is becoming crucial dige the growing diffusion of digital devices
connected online, which is increasing the systenwhplexity and interconnectednés¥et, a

* This working paper is a revised version of Msré&alda's EUI LL.M. thesis, finalised for publicatiwithin the context of
the European Commission funded FP7 projects SurPRIBESURVEILLE. The views expressed in the paperttzee
sole responsibility of its author and do not neagbsreflect the views of the European Commission.

! Peter Swire and Lauren Steinfeld, “Security anideRy After September 11: The Health Care Examp@inesota Law
Review86 n° 6 (2002): 1515-40.

’Ross Andersorecurity Engineering. A guide to Building Dependabistributed Systen{sViley, 2008).
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growing number of studies show that computer sgciginot being properly implemented, and users’
awareness of this fact is very IGwCompanies may be either underestimating the imgheation of
adequate security measufesr, failing to implement them because of a lackeednomic incentives
(despite the negative consequences in terms oftatipu of a breach of security) or of legal
obligations, such as reporting security breachiss, in turn, leads to a shortage of reliabléistias.

Secondly, new ways of computing, such as cloud coimg, are offering additional opportunities to
perpetrate cybercrime, challenging data protediuhprivacy, as well as Law Enforcement Agencies’
(hereafter LEAS) activitie$.

Thirdly, the existing regulatory framework is progiinadequate. It has been said, “cybercrime is a
term of hype and not a legal definitioh.From a legal perspective, a satisfactory definitiaf
cybercrime (and cyber-security) does not yet edstually, the notion of cybercrime itself is bled,
encompassing different phenomena ranging from chiddise and cyber terrorism, through to
spamming and cyber-attacks, and even identity tadt state espionage, and is often conflated with
cyber-security. Such a chaotic approach contribtitesundermining the production of reliable
statistics, therefore the understanding of the ezalle of the problem, and a proper system for
reporting the crimes; cybercrime is, indeed, onthefmost underreported crinfes.

Yet, cybercrime is a real phenomenon, and the aelex of cyber-security is such that it cannot be
ignored anymore. The high impact of relating pelcito ‘information and communication
technologies (ICTs)-sensitive’ liberties, such @eéflom of expression, privacy and data protecton i
also gaining increasing political and academicnditte. Indeed, being in many cases ultimately about
the data, privacy and data protection are calléd question. Furthermore, some of the counter-
cybercrime techniques adopted by LEAs further elmgié privacy and data protection, which spurred
new discussions on surveillance and the architeaifithe internet.

In the EU, the most recent policy documents inahea of Freedom, Security and Justice (hereafter
AFSJ) suggest developing policies which are ‘ire’liwith privacy and data protection, hence they are
consistent with the common ‘security policy paradiign the EU. Accordingly, the political prioritysi

to “ensure respect for fundamental freedoms anegiity while guaranteeing security,hich
translates into a high level of data protection pridacy. It should be noted that ‘security’ is@s
vague concept, defined in the policy documentontrarig in terms of threats “which have a direct

% Nir Kshetri, The Global Cybercrime Industry. Economic, Institatiband Strategic PerspectivéSpringer, 2010); House
of Lords, Personal Internet Securityscience and Technology Committee, 5th Report skia 2006-07, 10 August
2007 and~ollow up to the Personal Internet Security Repéti, Report of Session 2007-08, 8 July 2008.

4 Ibid.; Article 29 Data Protection Working Parfgeport 01/2010 on the second joint enforcemenbactCompliance at
national level of Telecom Providers and ISPs witke tibligations required from national traffic dataetention
legislation on the legal basis of articles 6 andfahe e-Privacy Directive 2002/58/EC and the DatdeRtion Directive
2006/24/EC amending the e-Privacy Directi@/P 172), 10 July 2010.

5 Kshetri, The global Cybercrime Industryiouse of LordsPersonal Internet SecurityHouse of Lords, Follow up to the
Personal Internet Security Reppftnderson Security Engineering

6 European Network and Information Security AgenENISA), Cloud Computing, Benefits, Risks and Recommendations
for Information Security November 2009; Claire Gayrel et al., “Cloud Commpgtiand its Implications on Data
Protection” (Paper for the Council of Europe’s pobjen Cloud Computing, Namur, March; Maria Graziadedda and
lan Walden. “Regulatory Challenges in a Changing CoimguEnvironment.” (Working paper for the Conferericaw
Enforcement in the Clouds: Regulatory Challenges” 8#lss Belgium, February 24, 2011).

" Susan Brenner and Bert-Jaap Koops, €gthercrime and Jurisdiction. A Global Survéyhe Hague; TMC Asser Press,
2006), p. 9.

8 Kshetri, The Global Cybercrime Industrifouse of LordsPersonal Internet Securityd{ouse of LordsFollow up to the
Personal Internet Security Report

® The Stockholm Programme. An Open and Secure E@epeng and Protecting Citizen®J C 115, 4.5.2010, p. 47, p. 4.
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impact on the lives, safety, and well-being ofzeitis,*® and related responses available. Threats are

usually grouped in loose categories, which infolnen basis of policy making in the AFSJ, and include
“serious and organised crime, terrorism, drugsffitkang in human beings and smuggling of
persons™ as well as “cybercrime, the management of...extesnaders and...natural and man-made
disasters* The underlying values of ‘security’, which idegtiboth the objects to be protected and
the objectives teleologically pursued, are “promgthuman rights, democracy, peace and stabifity.”
Nevertheless, several policies addressing sedhrigats (and therefore tackling the values higléigh
above) adopted in the past few years, ‘strike arlza between security and rights’, namely by temdin
to restrict these rights excessively for the sdkesezurity’, instead of reconciling the two.

1.2 The Objective of this Research

This working paper intends to address the followgugstion: how can a cyber-security policy in the
AFSJ reconcile security and human rights, notally based crime prevention & privacy and data
protection?

This question can be broken down into the followsnd-questions.

a. How do the pursuit of cyber-security and the pribecof data and privacy (in the online
environment) correlate? What are the drivers fahkbe pursuit of cyber-security and the
protection of data and privacy (in the online eoniment)?

b. What regulatory changes should be made, if anthecexisting legislative framework in order
to translate human rights compliant security agignamely data protection and privacy
compliant cyber-security policy) into meaningfullip@s?

In general, the R.Q. is a subset of the wider gmesthether it is possible to build an overarching
policy tackling security threats that reconcileghbsecurity and human rights, notably security and
privacy (data protection), or a ‘human-rights-bysida’ security policy, i.e. one that enhances the
protection of human rights.

Therefore, the objective of this study is twofalh the one hand, it is descriptiteit aims to cast a
light on the (legal substantive) nature of, andtrehship between, cybercrime and cyber-security. O
the other, it aims to explore the possibility otaaciling data protection and privacy with the
prevention of cybercrime and the pursuit of ‘cybecurity’, and therefore wishes to explore causatio
(more privacy => more security). The project foauea the EU. The interaction between privacy and
data protection and other liberties involved areside of the scope of this research; likewise, lyure
procedural issues are not the focal point of thsearch.

1.3 ThelLiterature

This study wishes to take an interdisciplinary,igebriented approach, and is informed by two sets
of — not necessarily interconnected — sourcese tiuged into a coherent argument.

10 Council, Draft Internal Security Strategy for the Europeamidh: ‘Towards a European Security Mode$842/2/10,
Brussels, 23 February 2010, p. 3.

2 pid. p. 35.

12 European Commission, COM (2010) 673 final, 22 Noven?2010, p. 2.

3 1bid., p. 4.

14 Robert M. Lawless et aEmpirical Methods in LawAspen Publishers, 2010).
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1.3.1 Primary sources (legal instruments and paayuments)

Primary sources include EU legal instruments antypaocuments — and international ones insofar
as they are relevant for the EU — relating to cgbere, privacy and data protection.

As for cyber-crime and cyber-security, the necgsgaint of departure is the Council of Europe
(hereafter CoE) Convention on Cybercrithéhereafter Cybercrime Convention), which is théyon
international instrument on cybercrime adopteddrith'® The text raises a number of substantive and
procedural legal issues which are relevant for égarch, since several EU Member States (hereafte
MS) have contributed to its drafting, and it infarithe base of EU legislation on the matter, namely
the Council Framework Decision on Attacks againstorimation System¥. This is the only
comprehensive instrument on cybercrime at the Bldlleo far, and it is in the process of being
overhauled® A number of sector specific laws exist, but thésaarch intends to focus on the general
instruments only.

As far as soft law is concerned, several intermatifora and organizations in which all or most EU

MS participate, such as the United Nations (heeeaftN) and the Organization for Economic

Cooperation and Development (hereafter OEEDR)e tackling the problem. Therefore, documents
abound which are influential in shaping the EU pplstrategy. However, in line with the scope

outlined above, the study will solely focus on Eig policy documents that have marked the evolution
of the cyber-security policy in the EU, with theception of the OECD security Guidelines.

As for data protection and privacy, this study aiflalyse three instruments in particular.

Firstly, the Charter of Fundamental Rights of therdpean Union (hereafter EUCFR)which
explicitly draws a distinction between privacy atata protection — two related, but different, right
Secondly, the EU Data Protection Directive (hemxaBirective 95/46/ECJ which, despite being
designed to be technology neutral, is proving igadée to face contemporary technical challenges,
for instance cloud computing, and the increasirgess to data by LEAs. Therefore, | will especially
analyse the documents setting the standards fowéshaul, pursuant to the innovations of the Treat
on European Union (hereafter TEU) and the Treatyttmn Functioning of the European Union
(hereafter TFEU), or simply the Lisbon Tre&tyThirdly, the amended Directive 2002/38hereafter
e-privacy Directive), which contains important psens relating to the integration of cybercrime
prevention and data protection.

15 council of EuropeConvention on Cybercrim&TS n° 105, Budapest, 23 November 2001, anédgitional Protocol
Concerning the Criminalisation of Acts of a Racistlafenophobic Nature Committed through Computer Systef$s
n° 189, Strasbourg, 28 January 2003.

16 At the United Nations level, discussions to staproper Treaty on Cybercrime failed in April 20He to a lack of
consensus among the parties.

7 Council Framework Decision 2005/222/JHA, OJ L 6808/2005, p. 67.

18 European Commission, COM (2012) 10 final, 25 Jan@@12 and COM (2012) 11 final (General Data Pratect
Regulation), 25 January 2012.

19 Other international bodies addressing cyber-sgcintlude the UN’s International Telecommunicatddnion (ITU) and
the Interpol, NATO and the G8.

20Charter of Fundamental Rights of the European Uni@d C 364, 18.12.2000, p. 1-22.
% Directive 95/46/EC, OJ L 281, 23.11.1995, p. 31.

%2 Consolidated versions of the Treaty on European bicEU) and the Treaty on the Functioning of thedpean Union
(TFEU). OJ C 83 of March 30, 2010.

23 Directive 2002/58/EC, OJ L 201, 31.07.2002, p. 37.
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This study takes into account the other instrumgmttaining to the EU data protection regime,
(CoE’s Convention 108 and it Additional Protd¢ais well as Recommendation 87 (5% ouncil
Framework Decision 2008/977/JHAand the Data Retention Directivé)and will address them
insofar as they are relevant for the focus of tkeussion.

Last but not least, this research will refer to doetrinal body built by the Article 29 Data Prdten
Working Party (hereafter the WP29), as well asEeopean Data Protection Supervisor (hereafter
the EDPS).

1.3.2 Secondary sources (academic literature)

As highlighted above, the EU policy documents ssgdmiilding an overarching policy tackling
security threats which is “in line” with privacy @rdata protection. Nevertheless, the acts adopted i
the past few years to tackle security challengten@ouched in terms of “striking a balance betwee
security and rights,” tend to restrict rights foetsake of security, instead of reconciling the.two

The corresponding academic deBates been introduced in the opening paragraphsnislates into
the opposition, sometimes fierce, between the proite of privac§’ and those of securif{.The study

will build on the intermediate position, held byns® scholars, that it is possible, and necessary, to
reconcile the twd:

The underlying philosophical debate of the ‘seguvi. privacy’ dichotomy — ‘interest vs. right’ or
‘value vs. value’ — hinges on the idea that balagés always needed according to some weighing rule
which limits one in favour of the oth& A reinterpretation of Alexy’s theory of righifsleads to a
different result, namely a core-periphery approachights, according to which the rights would have

24 Council of EuropeConvention for the Protection of Individuals with aed to Automatic Processing of Personal Data.
CETS n° 108, Strasbourg, 28 January 198dditional Protocol to the Convention for the Prdten of Individuals with
regard to Automatic Processing of Personal Dataareling supervisory authorities and trans-bordetallows CETS
n° 181, Strasbourg, 8 November 2001.

% Council of Europe, Recommendation of the Committellioisters regulating the use of personal datd@@éolice sector
(Police Recommendation). No R (87), Strasbourg, 19.1987.

26 Council Framework Decision 2008/977/JHA, OJ L 380,12.2008 p. 60 —71.
27 Directive 2006/24/EC of 15 March 2006, OJ L 105412006, pp. 54-63.

28 Stefano RodotaElaboratori Elettronici e Controllo Social@Vulino, Bologna, 1973)Intervista su Privacy e Liberta
cura di Paolo Conti (Laterza, 2005); “Data Protett&s a Fundamental Right,” Reinventing Data Protection@ds.
Serge Gutwirth et al. (Springer, 2009), pp. 79-80.

29 See, inter alia, Paul De Hert et al., “Data Pridecin the Third Pillar: Cautious Pessimism,”@Gnime, Rigths and the EU,
The Future of Police and Judicial Cooperatj@d. Martin Maik (London: Justice, 2008) and Fr&nkmortier et al., “La
protection des données dans l'espace européemetéé)ide sécurité e de justicddurnal de Droit Européeri66
(2010): 33- 46.

% See, inter alia, Paul Rosenzweig, “Privacy andnterdterrorism: the pervasiveness of data RosenzvRagl. “Privacy
and Counter-terrorism: the Pervasiveness of D&ase Western Reserve Journal of International B2w2010): 625-
646.; Amitai Etzioni,How patriotic is the Patriot Ac(New York and London: Routledge, 2004); Kim Taiplé/hy
Can't We All Get Along? How Technology, Security aAdvacy Can Co-exist in a Digital World,” i@ybercrime,
Digital Cops in a Networked Environmeed. Jack M. Balkin et al. (New York University Bs¢2007).

81 See,inter alia “Lee Tien, Architectural Regulation and the FutofeSocial Norms” inCybercrime, Digital Cops in a
Networked Environmened. Jack M. Balkin et al. (New York University Bs¢2007); Swire and Steinfeld, “Security and
Privacy After September 11”; Mary De Rosa, “Data Mg and Data Analysis for Counterterrorism.” Center f
Strategic and International Studies, 2004.

%2 Giovanni Sartor, “Doing Justice to rights and ealuteleological reasoning and proportionalitgrtificial Intelligence
and Law,18 (2010): 175-215.

%3 Martin Scheinin, “Terrorism and the Pull of 'Balarg in the Name of Security,” ihaw and Security - Facing the
Dilemmas ed. Martin Scheinin, (Florence: European Univgrsistitute Working Paper N° 11, 2009).
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an inviolable core sealed in a rule and a periplseiyject to permissible limitations, such as those
foreseen in privacy and data protection provisidres, article 8 of the CoE Convention for the
Protection of Human Rights and Fundamental Freetfdimsreafter ECHR) and articles 7 and 8 of the
EUCFR. | will build on this approacti,to argue that often there is no conflict but acsygy between
privacy and security. The study will also borrowrfr the idea that privacy is not only a right bugtoal

a collective interest (which is the case in cybmmsity)®* In general, this work builds on, and
assumes, the privacy literature produced in thedesades’

As for cyber-security, a flourishing literature & on its legal, technical and philosophical aspec
Works from cyber-law and legal informatics exp&rtsill provide the basis to frame the problem in
legal terms, in particular to judge the abovememiblegal instruments, as well as the interaction
between informatics and the law, i.e. how the a@a and should be regulated, as technology can
accommodate any ne&dThis will overlap with more technical contributigdh that focus on the
question “what are we seeking to prevent, andthvillproposed mechanisms actually wotk”?

The idea that technology can accommodate any needseflected in the philosophical
acknowledgment of the existence of different définis of ‘security’, which bear different moral
claims and pave the way to different policy outcemEhis study will draw on the distinction made
between “cyber security” and “technical computezusity”** and build on the latter. This notion,
which focuses on individual harm in various formsoperty, autonomy, privacy and productivity) and
calls for pre-emption, requires a preventive pglighich reinforces each individual (i.e. each nofle
the network).

34 Council of EuropeConvention for the Protection of Human Rights anddamental Freedoms, as amended by Protocols
No 11 and 14CETS n° 005, Rome, 4 November 1950.

% porcedda and Walden, “Regulatory Challenges in a @gihgnComputing Environment”; “Law Enforcement in the
Clouds: is the EU Data Protection Legal Frameworkiauphe Task?” inData Protection in Good Healthed. Serge
Gutwirth et al. (Springer, 2012).

3 colin Bennett, and Charles Radthe Governance of Privacy. Policy Instruments iGlabal PerspectivgMIT Press,
2006).

3" Inter alia, Bennett and Raabhe Governance of PrivacyRodota,Elaboratori Elettronicj andIntervista su Privacy e
Liberta; Daniel J. Solove, “I've Got Nothing to Hide’ arather Misunderstandings of Privacygan Diego Law Review
44 (2007): 745; Serge Gutwirth et al. eReinventing Data Protection®Springer, 2009); Abraham L. Newman,
Protectors of Privacy. Regulating Personal Datdhe Global Economglthaca: Cornell University Press, 2008).

% Inter alia, Brenner and Koop€ybercrime and JurisdictignSusan Brenner, “The Council of Europe’s Conventian o
Cybercrime,” inCybercrime, Digital Cops in a Networked Environmeytt. Jack M. Balkin et al. (New York University
Press, 2007); Nir Kshetrf,he Global Cybercrime Industrgnd Jonathan ClougRyinciples of CybercrimeGambridge:
Cambridge University Press, 2010)

39 Tien, “Architectural Regulation and the Future oti&l Norms.”

40 Anderson Security EngineeringBruce SchneielBeyond Fear. Thinking Sensibly about Security iruaoertain World
(Copernicus Books 2003). Ross Anderson and Tyler Md@iee Economics of Information SecurityScience 314
(2006): 610-613.

4 Anderson Security Engineering. 2.

42 Nissenbaum, “When Computer Security meets Natid®eturity,” in Cybercrime, Digital Cops in a Networked
Environmented. Jack M. Balkin et al. (New York University Bse2007).
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1.4 Hypotheses

My argument hinges on a clarification of the teweyldercrime’ (and cyber-security), both by building
on the literature — which recognises the mix oflittanal crimes committed by electronic means
(narrow cybercrime or online crimes), and novelmas possible only in the online environment
(broad cybercrime or off-line crimes) — and on & interpretations as far as the relationship
between cybercrime and cyber-security is concerned.

My first hypothesis is that narrow or online crimasd broad or off-line crimes are profoundly
different in terms of underlying logics (essentialelating to data or incidentally relating to data
while facing the same procedural challenges in geohthe volatility of the evidence requiring
retention, the rules pertaining to its use and argb. In addition, only narrow cybercrime pertdms
cyber security, understood as a policy; the laiteturn, refers to the protection of critical infieation
infrastructure (CIIP). Yet, the current policy débés focussing too much on broad cybercrimes (see
the last G8), thus biasing the debate over the mesins to tackle ICT-based crimes, leaving to the
military room of manoeuvre to deal with CIIP issubsth moves lead to a further challenge to the
liberties involved.

My second hypothesis is twofold:

a) the implementation of data protection principlesioyber-security policy can act as a proxy to
reduce cyber threats, and in particular (narrovigecgrime;

b) in case the implementation of data protection ishemeficial to a cybercrime investigation, the
rules pursuant to it are not at odds with the rdexich investigation;

Provided the following caveats are respected: ipweélege a technical computer security notiol; ii
we update the data protection legislation (in patér the understanding of personal data); andvi)
adopt a core-periphery approach to human rights.

As for a), the obligation to adopt appropriate tecal and procedural security for data protection i
general, and e-privacy in particular, is a cleampement to the adoption of narrow cyber-crime
preventive policies. The same could be true foragpglication of the principle of privacy-by-desigh.

In addition, and very importantly, the obligatiam riotify data breaches can trigger the incentiges t
adopt more stringent norms on security, thus olstgia double objective: decreasing the incidence of
breaches and increasing the reporting of crimed Eés, thus raising the odds of successful
investigations and prosecutions. However, in theeaa broad cybercrime, data protection concerns
are secondary and may be (perceived as) an impetimerevent and prosecute the crime. In this
case, balancing as corrected by the core-perigmyoach may be needed.

As for b), this point is very important because,le/prevention can reduce the incidences of cyber-
crime, it will not eliminate them. This in turn ails that investigations will have to be conducted,
where data protection and privacy of the peopleolved are at stake. The suggestion is that
meaningful data protection and procedural rulesicc@liow LEAs to operate effectively without
compressing the core of the rights. The real chg#ehere is the extent to which data protection can
be coupled with broad cyber-crime investigationd prosecution.

| will argue that, in the case of narrow cybercrimreproper cyber-security, there is little conflict
between privacy and ‘security’, and therefore tbay be reconciled without balancing, while in the
second case they may conflict, thus calling forssila balancing. The use of the core-periphery

43 Ann Cavoukian,Privacy by Design(Information and Privacy Commissioner of Ontario,n@da); European Data
Protection Supervisor (EDPS)pinion on Promoting Trust in the Infor-mation Ssigiby Fostering Data Protection and
Privacy (Opinion on Privacy By DesigrpJ C 280, 16.10.2010, p. 1-15.
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formula, though, as well as the design of bettecedural rules, could in theory not lead to balagci
at all.

1.5 Methodology

The methodology adopted varies in accordance wighabjective pursued. “Descriptive research —
research that describes the state of the worldb#tes quite valuable...Such description can bal vt
legal decision making and polic§"Indeed, in order to build an argument on the iatahip between
cybercrime and data protection, both need to beemnally unpacked and put in the context of a

legal framework of reference. The corresponding g@ithis project is descriptive.

The attempt to establish a correlation between gattection rules and cybercrime prevention has
clearly empirical ambitions. Unfortunately, duesttbpe constraints, the project can only aim ahfayi
the theoretical foundation of the argument. In ¢baclusion, | will suggest how the theory could be
tested empirically.

Following calls from legal scholarship toward imtisciplinary researcfr, this study builds on
political science methodology, and in particular giagmatic research desifnPragmatic design
“mimics the way we generate knowledge in everydagia life,”’ and aims at generating useful
knowledge, the latter intended as a social andudise activity. In practice, pragmatic design
consists in: selecting an unexplained phenomenioigiisy out a particular aspect to be studied,;
establishing the relevant concepts, which will ¢ibaie the field of study; if this leads to sub-dains

of research, choosing for each the most releves#scto be studied. Causal relationships are not the
objective, but can be the result of consistentepast Accordingly, after having established the
relevant concepts, | will use the case of cloudmatng to evaluate data protection, as a situahan
tests the limits of current laws and is relevarterms of cybercrime.

The subject of this research is one amongst therakgase studies in the ‘security-privacy’ debate.
Analysing the implementation of data protectiompiples in a cyber-security policy will offer eithe
strong proof that security and privacy can pratiticaand not only theoretically, converge in a
concrete policy; or, conversely, it will show tiratonciliation of the two is not in practice possijb
and balancing is therefore necessary. As such, rcybe falls under the category of
inferring/confirming theories casébdisciplined configurative casésor a doubly-decisive test.

4 awless et al.Empirical Methods in Law

> Richard A. Posner, “Legal Scholarship TodayArvard Law Reviewl115 (2002): 1314-26; Jan M. Smits, “Redefining
Normative Legal Science,” iMethods of Human Rights Researetl. Fons Coomans et al. (Antwerp: Intersenti@920
pp. 45-58; Douglas W. Vick, “Interdisciplinarity drthe Discipline of Law,” Jarnal of Law and Society31 (2004):
163-93.

46 Jorg Friedrichs and Friedrich Kratochwil, “On Awdji and Knowing: How Pragmatism Can Advance Inteomai
Relations Research and Methodologpfernational Organizatior63 (2009): 701-31.

" |bid, p. 714.

“8 Arend Lijphart, “Comparative Politics and the Congiave Method,”American Political Science Revig@b. N°3, (1971):
682-693.

49 Harry Eckstein, “Case Study and Theory in Politi€aience,” in Handbook of Political Science, Vol. &l. Fred
Greenstein et al. (Reading: Addison-Wesley, 1975).

%0 Stephen Van Ever&uide to Methods for Students of Political Scie(idew York, 1997).
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1.6 Content

This work is organised as follows. Chapter 2 retoess the policy of cyber-security in the EU, with
the objectives of both setting a frame for the ysialof the relevant legal instruments and highiigh

the main characteristics of cybercrime and cybetnsty, with a view to understanding whether the
latter can be integrated with privacy and datagmtion into a coherent policy (hypothesis 2). Caapt

3 addresses the relevant instruments in cyberddgcand discusses the concepts of cyber-crime and
cyber-security; in particular, 1 address the filstpothesis advanced, as well as the caveat on
cybercrime (caveat one).

Chapter 4 is dedicated to privacy, and in partictdathe two caveats relating to it (caveats twd an
three). Chapter 5 — the Conclusions — try to prevath answer to the research question, and in
particular to show the linlde factoandde iure between privacy and data protection, cyber-scuri
and cybercrime. The burden of the proof is on myyas it is usually seen as the obstacle to actyev
greater security. After some speculation aboutréutievelopments, | will provide some suggestions
for an empirical test of this theoretical framework
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2. The EU Approach to Cyber-Security

2.1 Introduction

Cyber-security has an undisputable cross-bordercersb-sectoral nature, and any related policy can
only be transversal. Hence, the subject is comaiekcan be approached in different manners. In the
case of the EU, which started addressing the mattemd fifteen years before the entry into forte o
the Lisbon Treaty, the intrinsic complexity of cylsecurity is magnified, because ‘transversal’ nsean
‘trans-pillar.” Obviously, the pillars structure dibeen abolished, and the EU explicitly acknowledge
the link among the AFSJ, the Internal Market ared the Common Foreign and Security Policy
(hereafter CFSP):

“A concept of internal security cannot exist with@un external dimension, since internal security
increasingly depends to a large extent on extesealrity. International cooperation [...] is
essential. The EU's policies with regard to thiodraries need to consider security as a key factor
and develop mechanisms for coordination betweenri#gcand other related policies, such as
foreign policy.”*

Moreover, the actions undertaken following the nék Security Strategy “will also contribute to
strengthening and developing the European model sbcial market economy put forward in the
Europe 2020 strategy” Yet, it will probably be some time before the effe of the previous
institutional settings can be overcome, provided i3 possible at all; indeed, Commissioner
Malmstrom has recently lamented the fragmentatfahecyber-security policy’

As a result, | will briefly reconstruct the EU appch to cyber-security policy since its inceptiby,
casting a light upon the most significant of theesal policy documents adopted in the last fifteen
years, following a chronological order, and hightigg the initiatives and overlaps between pillars.
The objective is both to build a frame for the gei of the main legal instruments adopted in the
field, analyses which will be carried out in thextivo chapters, as well as highlight the maindead

of the cyber-security policy, with a view to apiag whether in the EU data protection and privacy
prevention are, or can be, aligned with the pursiudyber-security.

2.2 The I nitial Approach to Cyber-Security: The Spill-Over from the First to the Third Pillar

2.2.1 A market-based approach

The EU’s (or, as it then was, the European Commpfitst approach to cyberspace hinged on its
potential for the development of the internal marke his is not surprising, given the institutional
development of the EEJ,

The White Paper on Growthand in particular the Bangemann Repbrgcknowledged the delay of
the EU in developing a profitable e-market vis-a-thhe United States, and highlighted the need to

> Council,Draft Internal Security Strategy. 16.
52 European Commission, COM (2010) 673 final, p. 4.

>3 The EU Security Roundtabl&uropean Cyber Security Conference Shared Threathare8 Solutions: Towards a
European Cyber Security Poli¢€onference Report, 14 June 2011).

%% Maria Grazia Porcedda, “Transatlantic Approaclee€yber-security: the EU-US Working Group on Cybeausity and
Cybercrime,” inThe EU-US Security and Justice Agenda in Actexh Patryk Pawlak, Chaillot Paper (Paris: EUISS,
December 2011).

%5 0On the subject, see Leonardo Rap@teria dell'Integrazione Europe@Roma: Carocci, 2004).
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remove all obstacles hindering its pursuit. In otverds, they called for the creation of all corait
favourable to the development of the users’ tregth as measures to address, or better address,
computer security (i.e. encryptidh)intellectual properfy and privacy rights.

The Bangemann Report's recommendations sparkedasdggislative initiatives, mostly relating to
the first pillar. These include proposals to: cwtild pornography onlin€® protect intellectual
property®® enhance taxatioff; and advance data protectf®fn.Obviously, the input for the
development of data protection laws cannot be redluo the Bangemann Report, and started well
before 1994, as will be addressed in 0.

However, it is important to stress the fact thaivamy and cybercrime laws were urged as
complementary measures to address the problentigeta the development of the internal e-market
(as a subset of the internal market). This, of seupresupposed the removal of all obstacles to the
‘free flow of personal data,” which is the economationale for the adoption of common data
protection laws. The Bangemann Report actually Ilgbted how Europe was a leader “in the
protection of the fundamental rights of the indixédlwith regard to personal data processffig.”

2.2.2 The spill-over to the third pillar and thikrte-pronged approach’

More or less contemporaneously to the first legigainitiatives, the European Commission carried
out a study on computer-related crime (COMCRIMEhoge results were presented in 1998 to the
Council. The following year, the Tampere Councicammended harmonising provisions on
cybercrime. Two crucial Communications followed, K@Q000) 890 and COM(2001) 298, both of
which analysed the state of the art — an onlindrenment which had expanded well beyond the
concept of an e-market - and proposed actions avitihans-pillar’ approach. | will analyse them in
sequence.

COM(2000) 890: ‘Creating a Safer Information Sogiby Improving the Security of Information
Infrastructures and Combating Computer-related &'im

The Communication was published in 200@&s a follow up to the COMCRIME study. To begintwit

the Commission urged to distinguish between criagainst infrastructure (the physical layer) and
against services (the logical layer), and critiditee approach adopted by some countries to counter
cybercrime, namely a traditional criminal law staras opposed to focusing on preventive measures.

(Contd.)

%6 Commission of the European Communiti€pwth, Competitiveness, Employment. The Challengés\Ways forward
into the 2% Century. White papeCOM(93) 700, 5 December 1993.

57 High-Level Group on the Information SocietRecommendations to the European Council. Europe thadglobal
information society (The Bangemann Repd€ May 1994.

%8 At the same time, they acknowledged its doublesddgature, as in the case of other measures. \Btrdssing its
desirability as a way to increase consumers’ trastl prevent unauthorized access to services,rémdgnized it could
shield hacking, and thus urged the developmenh adi-piracy legal system for companies; as wellhe possibility to
override encryption for national security purposdss debate is still unresolved, and | will rettiorit in 3.

59 Council Directive 91/250/EEC, OJ L 122, 17 May 1984. 42-46.
%0 Council Decision 2000/375/JHA, OJ L 138, 9 June®@@0 1.

®1 Directive 96/9/EC, OJ L 77, 27 March 1996, pp. BdahdCommon Position adopted by the Council with a viethéo
adoption of a Directive of the European Parliamant of the Council on harmonization of certain asp@t copyright
and related rights in the Information Soci€€/S/2000/9512).

%2 See European Commissid@reating a Safer Information Society by Improving 8ecurity of Information Infrastructures
and Combating Computer-related Crin@@OM (2000) 890 final, 26 January 2001.

%3 0J L 281, 23.11.1995, p. 31, and OJ L 024, 308881P. 0001 - 000897/66.
® The Bangemann Report
& European Commission, COM (2000) 890 final.
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Such criticism was based on the recognition thatltiternet was (and is) not, like telephone lirges,
centralized network, but a decentralized one, wiseserity depends on the periphery, i.e. on the end
users, for which innovation and commercializatibsexcurity technology and services are crucial. The
latter encompass the development of quality softwfirewalls, anti-viruses, encryption, smart cards
biometric identification, electronic signatures anbk-based technologies.

As for the infrastructure, the Commission recomnaehtb ensure it against accidents, attacks or
increased traffic, whereas until then security gie$iad been sacrificed to the needs of flexibdity
responsiveness. A ‘security-by-design’ attitude waged, in line with the works of the EU
Information Society Technologies Programme. The @agion further stated that “the
implementation of security obligations following frarticular from the EU Data Protection directives
contributes to enhancing security of the networid @f data processing®

Indeed, Article 4 of Directive 97/66/EC obliged thprovider of a publicly available
telecommunications service to “take appropriatéieral and organisational measures to safeguard
the security of its services, if necessary in coafion with the provider of the public
telecommunications network with respect to netwsekcurity” at a level appropriate to the risks
presented. Then, in case of “a particular risk obraach of the security of the network, the
provider...must inform the subscribers concerninchaugk and any possible remedies, including the
costs involved.” In addition, pursuant to articlerfational regulations to “prohibit listening, tapg,
storage or other kinds of interception or survaikof communications, by others than users, withou
the consent of the users concerned, except whallyegithorised” had to be adopted.

The Commission acknowledged the lack of reliabéistics, especially in the private sector, which
prevented a proper assessment of the phenomenarellazs the lack of terminological clarity. One
could distinguish between computer specific crimgbpse definitions needed to be updated, and
traditional crimes perpetrated by means of compuémhnology, which called for improved
cooperation and procedural measures.

While the Communication pointed out the lack ofEdth comprehensive legislation, it highlighted the
existence of other instruments indirectly addregstomputer crime, such as privacy offences,
content-related offences (child pornography, ra@sd xenophobic speech), economic crimes
(unauthorized access and sabotage at the MS lewl)intellectual property offences (addressed by
the Directive on the Legal Protection of ComputesgPams and a (then) proposal for a Directive on
Copyright). Again, the Commission acknowledged ,trthte to the fundamental rights status of
personal communications, privacy and data protecta@cess to and dissemination of information,
“availability and use of effective prevention me@suare desirable so to reduce the need to apply
enforcement measure¥.”

Indeed, Article 17 of Directive 95/46/EC mandatbe undertaking of “appropriate technical and
organizational measures to protect personal datnstgaccidental or unlawful destruction or

accidental loss, alteration, unauthorized accesspairticular where the processing involves the
transmission of data over a network, and agaihsithér unlawful forms of processing.” Moreover,

pursuant to article 24, MS have an obligation tal@dsh sanctions in case of infringement of the
provisions of the Directive. In addition, ArticlesJprotects the confidentiality of personal data, by
prohibiting any person who has access to persatal tv process them “except on instructions from
the controller, unless he is required to do soaly.l

The Commission then suggested concrete actions tmfertaken. It urged the adoption of programs
of awareness raising (i.e. the eEurope programme)training for LEAs. It recommended measures
as diverse as the creation of hot-lines, R&D, imguand community-led initiatives, co-operation

% bid., p. 11.
" \bid., p. 14.
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between stakeholders (through, for instance, thatiom of an EU forum) and filtering of contents.
The latter, depending on the technique used, igagtone of the most privacy intrusive measures; |
will address this in section 2.2. It called foramational action and the adoption of non-legigéati
measures, including private-public partnershipsdaier PPPs). The latter refer to the cooperaifon
governmental bodies, notably LEAs, with the privagetor, both to investigate and prevent crimes
(i.e. adopting the appropriate security measurés).for legislative measures, the Commission
encouraged the approximation of substantive andepharal rules at the European level on child
pornography, substantive criminal law, anonymitylim and mutual recognition, beyond the
standards set by the Cybercrime Convention (whiek deemed to have established only minimum
international harmonisation), as recommended byl trepere Council.

The Communication made clear that all measuresestgd were to respect fundamental rights’
permissible limitations. The Cybercrime Conventaill be also addressed in greater detail in section
2.2.

This Communication is relevant for two reasonssthir it mentions all fundamental policy issues
relating to cybercrime, and builds a real bridgeween the then first and third pillars. Several
communications followeff all addressing the very same issues, as hopehiflychapter will show.
Secondly, it recognizes the complementarity of gatatection rules and cybercrime prevention as
well as cyber-security protection, which this reskaries to highlight.

The WP29, which commented on the Communicaﬁ%mknowledged such a balanced approach. Yet,
it underlined a number of intertwined shortcoming@ncerning both substantive and procedural law,
and questioned the decision to use the Cybercriorevéhtion as the basis of EU law on the matter.
As for the link between substantive and procedlaal, the WP29 argued that a wide concept of
cybercrime, such as the one adopted by the Conunissbuld have offered a wide basis for the
application of intrusive forensic and evidentiaechiniques. Therefore, the WP29 urged drawing a
clear line between the infringements associatedh \wwimputer crime, such as illegal access and
interception, and those relating to the applicatidriegislation on privacy and data protection, to
avoid contradictions and overlapping, while at $hene time ensuring perfect coherence, in particular
for the substantive law on conduct. In additiore WP29 worried that the simple use of information
technologies for traditional forms of crime coulavk led to the adoption of such intrusive procesiure
which would have not been used otherwise, and aa#wntto their widespread application.

The WP29 highlighted the contrast of such risk with principle whereby each legal procedure, as
well as international cooperation rules, shouldsblemitted to appropriate safeguards and conditions,
and that the same legal guarantees should appbrarmedures employed by different bodies (i.e.
Europol and Eurojust). The WP29 believed the Comoation should have insisted more on
preventive measures; “a general improvement inrggdavels would contribute to reducing the risks
of any compromise to network and data security.”

COM (2001) 298: ‘Network and Information Securi®roposal for a European Policy Approach’

The Communication ‘Creating a Safer Information i8gt acknowledged the need to distinguish

cybercrimes against the services from those agé#wesinfrastructure; the Communication analysed
here dealt with the latter. The Commission hightghthe challenges of network security, due to
salient features, such as network liberalisati@iworks are owned and managed by private parties),

®8 Council Resolution of 18 February 2003 on a Europapproach towards a culture of network and inforroatsecurity
0J C 48, 28.02.2003, p. 1-2.

%9 Article 29 Data Protection Working Part@pinion 9/2001 on the Commission Communication ondting a safer
information society by improving the security oformation infrastructures and combating computdated crime,’
(WP 51), 5 November 2001.

bid., p. 3.
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convergence of networks and information systemg] ariernationalisation, whereby security
solutions must be shared and interoperable. The n@ontation intended to “develop a
comprehensive strategy on security of electrontevokks,”* as requested by the Stockholm Council
of 23-24 March 2001, based on the recognition @f iticreasing importance of communication
networks for all sectors of society, as well astfar provision of critical services. The Communizat
understood networks as

“Systems on which data are stored, processed armligh which they circulate. They are

composed of transmission components (cables, wielanks, satellites, routers, gateways,
switches etc) and support services (domain naméersysncluding the root servers, caller

identification service, authentication services, )etAttached to networks is a n increasingly wide
range of applications (e-mail delivery systemswsers, etc.) and terminal equipment (telephone
set, host computers, PCs, mobile phones, persagahnisers, domestic appliances, industrial
machines, etc.)™

Its security features were identified in the thcaaons of computer security, plus a fourth:
« Availability: services are accessible and operati@s expected,;
+ Confidentiality: unauthorized parties cannot inggriccommunications/ read stored data;
« Integrity: the data transmitted or stored are ungkd and complete;

+ Authentication: the identity claimed by users otitees can be established. It has to include the
possibility of anonymization.

Consequently, it defined network and informatioowsity as

“the ability of a network or an information systetm resist, at a given level of confidence,
accidental events or malicious actions. Such evanttions could compromise the availability,
authenticity, integrity and confidentiality of seat or transmitted data as well as related services
offered via these networks and systerfs.”

The Commission identified six groups of networkwséy incidents, together with their consequences,
possible solutions and related challenges:

1. Interception of communications, namely wiretappofgnetwork lines, or the interception of
radio transmissions (i.e. at the physical levelpjolv may lead to data alteration (i.e. at the
content level, requiring encryption of traffic - fmperators — and of data — for users);

2. Unauthorized access to computers or computer nksn@vith the objective to copy, modify
destroy the data), namely dictionary attacks, biotee attacks, social engineering, and
password interception, commonly referred to as ingckProposed solutions include password
controls and firewalls (for users), as well as @dtaecognition, intrusion detection and
application level controls (for operators);

3. Network disruption, namely the exploitation of threeaknesses and vulnerabilities of network
components (operating systems, routers, switchasenservers, etc.J* Examples include:
name servers attacks, leading to disruptions inilendlivery or making certain websites
unreachable, which require DNS servers encryptiomsting attacks, whereby traffic can be
maliciously redirected to a different destinatiban the one requested; flooding and denial of
service attacks (hereafter DoS), whereby the act®ss website is blocked by means of
overloading the server hosting it with more regsiébtan those that it can handle (similar to

& European Commission, COM (2001) 298 final, 6 JW&12p. 3.
2 \bid., p. 9.

3 bid., p. 3.

bid., p. 12.
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blocking fax machines with repeated, long messagesjuiring basic filtering and hard
security on terminal servers.

4. Malicious software that modifies or destroys danely viruses, worms, Trojan horses, logic
bombs, which can be handled with antivirus software

5. Malicious misrepresentation of people or entittesinduce users to communicate confidential
information, downloading malicious software etownreferred to as phishing, pharming and
identity theft. Proposed solutions include VPN gs8ecure Socket Layer (SSL) and IPsec, and
certification;

6. Environmental and unintentional events, such agrabtlisaster, third parties, human error and
hardware or software failure, which could compranithe network. Solutions include
redundancy and infrastructure protection, and thady liability.

Moreover, the Communications recognized that thevias not carved in stone due to continuous
technological developments, and that, while segcwihs being commoditized, the market suffered
from failures, which a European policy needed tdresss.

The Commission therefore proposed seven clusteirstiatives. First, undertaking public awareness
raising campaigns, in order to address the markpeifection of asymmetric information. Secondly,
creating a European warning and information systbased on stronge€omputer Emergency
Response Teams (hereafter CERTS) at the MS 2wl on improved co-ordination among them.
CERTSs were to collect and analyse data about agisthd emerging security threats, as well as plan
forward-looking responses. Thirdly, providing teology support, by funding R&D in security and
promoting interoperable encryption. Fourthly, undking work on standardisation and certification of
market solutions (electronic signatures, certiisagtc.), to solve one of the causes of marketrunde
provision of security. Fifthly, working with inteational organisations (i.e. OECD, G8, etc.), gitlemn
global nature of the network infrastructure. Sixthincorporating security solutions in MS’ e-
government and e-procurement activities, as welhtteducing electronic signatures when offering
public services. Finally, adopting the necessagglléramework, such as facilitating the acquisitain
encryption and the adoption of cybercrime legistatihowever, “the legitimate concerns about cyber-
crime...should not create solutions where legal reguénts lead to weakening the security of
communication and information systeni8.in regard to the necessary legislative framewdinle,
Communication asserted that

“the proposed policy measures with regard to ndtvemrd information security have to be seen in
the context of the existing telecommunications,adatotection, and cyber-crime policies. A
network and information security policy will prowidhe missing link in this policy framework’”

As in the previous Communication, the Commissiaogaised not only that “protection of privacy is
a key policy objective in the European UniBiybut also that the provisions contained in theaDat
Protection Directives contribute to the objectivefs network security, and explicitly listed the
abovementioned article 17 of Directive 95/46/EC artttles 4-5 of Directive 97/66/EC.

The Communication was subsequently endorsed byCthencil”® Future initiatives have therefore
developed according to the ‘three-pronged approastaddressed in the next section.

S The very first CERT was created at Canergie Melloregspond to the virus ‘Morris worm'’ in the 1980s.
& European Commission, COM (2001) 298 final, 6 JW@12p. 26.

bid., p. 3.

B bid., p. 24.

9 Council Resolution of 28 January 2002 on a commopragch and specific actions in the area of networld a
information securityOJ C 43, 16.2.2002, p. 2.; Council Resolution, O 8(8/02/2003, p. 1-2.
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Figure 1. The Three-Pronged Approach, COM (2001) 2 p. 3
2.3 The Three-Pronged Approach

2.3.1 Initiatives in the area of telecommunicatiand privacy (former first pillar?)

The body of related legal instruments grew in tearg following. In 2000, the Electronic Commerce
Directive®® was adopted to regulate Information Society Sesvithereafter I1SS), whereas Directive
2002/21/EE" addressed the provision of electronic communicatioln article 1 of Directive
98/34/EC, as amended by Directive 98/48fECSS are explicitly excluded from the concept of a
publicly available electronic communications seeVit Such distinction is crucial, as the e-privacy
Directive (article 3), which was reviewed in 20Ghd the 2006 Data Retention Directive, do not
apply to ISS.

The reviewed e-privacy Directive (2002/58/EC) indmoed a number of innovations, which are
relevant for this discussion. Article 6 provideatttraffic data has to be made anonymous when it is
no longer needed for the purposes of the transomissf a communication, and article 9 further
specifies that location data other than trafficadatay only be processed when made anonymous,
exclusively for the duration necessary for the jgion of value added services, and made conditional
upon the consent of the user.

Unsolicited communications (article 13), which imbés electronic mail, are allowed provided that: i)
subscribers have given their consent; or ii) thesrsi are given the opportunity, free of chargeiand
an easy manner, to object to the use of their releict contact details; and iii) the sender is not
disguised, or the address used is not valid. Iotige this clause prohibits spam.

The e-privacy Directive was amended by the Dat&iRi&tn Directive, adopted in 2006 with a view to
harmonise MSs’ provisions on data retention, ireotd make such data available for the purposes of
investigation, detection and prosecution of seriotmes, which can be extended to cybercrime.
“Data Retention falls in this section because him action for annulment lodged by Ireland, the €our

8 Directive 2000/31/EC, OJ L 178/1, 17.7.2000. p61-1
81 Directive 2002/21/EC, OJ L 108/33, 24.3.2002, p583

82 Service is “any Information Society service, tigato say, any service normally provided for renmatien, at a distance,
by electronic means and at the individual requést recipient of services” (amended article 1(alpRective 98/48/EC,
0OJ L 217,5.8.1998, p. 18-26).

8 Maria Grazia Porcedda, “Law Enforcement in the @Gl
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of Justice of the EU (hereafter the ECJ) has coefit the first pillar nature of the Directi¥eunder
the jurisprudence of the essential/ancillary olyeft”®

Although a data retention regulation is neededaf@roper EU cyber-security policy in the AFSJ, its
adoption sparked much debate. Indeed, it is coresidpoorly conceived under a technical point of
view,®” it would not respect the necessity and proportinprinciples that would keep it in line with
privacy laws’® and it would finally allow room for manoeuvre thatat odds with its harmonizing
purposes. In addition, due to the combination efrécent court cases concerning Data Retention and
the fact that it is a pre-Lisbon piece of legiglatiit may well be overhauled soon.

The e-privacy Directive was amended once more bysticalled ‘Telecom Packafein 2009. The
amended article 5(3) explicitly prohibits storingdrmation, or gaining access to information algead
stored in the terminal equipment of a subscribarsar, unless the subscriber or user has constnted
it, after having been given clear and comprehensifi@mation. In practice, article 5(3) bans the us
of cookies or third party cookies for behaviourdvertising, and aims at implementing an opt-in,
rather than an opt-out, system for such data.

The reviewed article 4 allows the relevant natiomaihorities, notably Data Protection Authorities
(hereafter DPAS), to audit the security measurederiaken. Moreover, and very importantly, it
introduces a mandatory notification of data breadbethe competent national authorities, and to the
subscriber “when the personal data breach is liteeBdversely affect the personal data or privdey o
subscriber or individual...without undue delay.” Suattification is not obligatory if the provider
“has demonstrated...that it has implemented apprgptiechnological protection measures...to the
data concerned by the security breach” provided thender the data unintelligible to any person who
IS not authorised to access it,” notably by medrnsnoryption. A personal data breach is defined as
“breach of security leading to accidental or unlawélestruction, loss, alteration, unauthorised
disclosure of, or access to, personal data tratesnstored, or otherwise processed” (article 2(h))

The Communication ‘A Digital Agenda for Europ&,which was adopted in 2010 to address the
policy needs for a successful digital internal nearkcalled, among others, to make full use of
mandatory notification of data breaches. Yet, omigviders of public electronic communications
services in the Community are obliged to notify dmees which significantly undermines its
beneficial effects, even if MSs can decide to edxtéime obligation at the national level (to the
detriment of harmonization). Actually, recital 58tbe amending Directive reads “the interest ofrsise
in being notified is clearly not limited to the efeonic communications sector, and therefore eitplic
mandatory notification requirements applicablelt@ectors should be introduced at Community level

84 European Court of Justice. Case C-301Mgigment of the Court (Grand Chamber) of 10 Febri099 — Ireland v.
European Parliament, Council of the European Uni®d C 82, 4.4.2009, p. 2-3.

% The essential objective of the Directive is thategfulating the providers' retention of data, wherdata access by LEAs
is only the ancillary object, because it is notradded by the Directive itself. Els De Busser, Batatection in EU and
US Criminal Cooperation: A Substantive Law Approagttite EU Internal and Transatlantic Cooperation im@al
Matters Between Judicial and Law Enforcement Autresri(Maklu Uitgevers N.V., 2009); Hielke HijmansdAlfonso
Scirocco “Shortcomings in EU Data Protection in Tiérd and the Second Pillars. Can the Lisbon Treat§xpected to
Help?” Common Market Law Review 46 (2009): 1485-1525.

8 Porcedda, “Law Enforcement in the Clouds,” p. 218.

87 See the work of the Platform on Electronic DataeR&bn for the Investigation, Detection and Prosieouof Serious
Crime, at the page <http://ec.europa.eu/home-afifailisies/police/police_data_experts_en.htm>.

8 Article 29 Data Protection Working Party, WP 172.
8 Directive 2009/136/EC of 25 November 2009, OJ I,388.12.2009, p. 11-36.
% European Commission, COM (2010) 245 final, 19 Mag®

% There has been a fierce political fight on thisnpoRosa Barceld, “EU: Revision of the ePrivacy Diinex,” Computer
Law Review Internationdd (2009): 129-160.
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as a matter of priority.” Accordingly, the Europe®arliament expressed its will to extend the
obligation to notify personal data breacAeShe European Network and Information Society Agenc
(hereafter ENISA) and the WP29, which cooperatedata breaches notificatidh,have recently
released a report on the subj¥ct.

The measure is crucial in that it creates legal soaal (reputational) incentives to implement both
security and privacy measures, incentives thatrassing so far. The point has been addressed in the
proposal for a Regulatidhadopted pursuant to a new legal base for datagifon in the Lisbon
Treaty. The innovations introduced by the propdRedulation go well beyond the notification of data
breaches; the subject is addressed in chapter 0.

It is worth going briefly back the abovementionejital Agenda for Europe, because, fifteen years
after the Bangemann report, the text is strikingéising the same questions which were, for irtan
addressed in the COM(2000) 890, with the necessadates in the light of the technological
innovations, and in particular the advent of claadhputing (which | will discuss in chapter 0). Wil
cybercrime — ranging from child abuse to identitgft and cyber-attacks — and proper enforcement of
privacy and data protection were among the prasijtthe same measures as 10 years before were
proposed, which may suggest that little advancerhaattaken place ever since. Actually, one may
say that the EU may have taken a step backwards.

In Spring 2011, the Commission adopted ‘The opetermet and net neutrality in Europe’
Communicatior’? which addresses the problem as to whether the statald flow freely or be
discriminated according to the content they caand in particular to manage traffic and charge for
the use of services requiring considerable bandhwilthe problem is closely related to filtering, wihi

I will discuss in section 2.4.1. The EDPS has ddbte Commission’s approach to the problem as
‘wait and see?

2.3.2 Initiatives in the network and informatiorcggty realm

Activities in the area of network and informatioacarity pertain to the Directorate General on
Information Society, currently under the leadersbfigCommissioner Neelie Kroes. For the purposes
of this discussion, it is important to highlighethreation of ENISA, as well as four Communications

ENISA was established in 2004 with the objectivéesfsuring a high and effective level of network
and information security within the Community anddrder to develop a culture of network and
information security for the benefit of the citiznconsumers, enterprises and public sector
organisations of the EU?ENISA’s mandate was renewed in 2008 and again i 2and its role was
expanded to allow it to provide a wider suppomatwork security.

Communication COM(2001) 298 on ‘Network and Infotima Security’ addressed the importance of
communication networks for the provision of civilcéety services, for instance electricity, watet, o
and gas. A typical example is that of Supervisoonttl and Data Acquisition (hereafter SCADA)

92 see at <http://www.europarl.europa.eu/sides/getiddpubRef=-//EP//TEXT+TA+P6-TA-2009-
0360+0+DOC+XML+VO//EN>.

%3 See at <http://www.enisa.europa.eu/media/newssitdoser-cooperation-between-the-agency-art.-29-gaitection-
working-party>.

o ENISA, Recommendations on Technical Implementation Guielof Article 4Crete, April 2012.

% European Commission, COM (2012) 11 final.

% European Commission, COM (2011) 222 final, 19 Ap@lL1.

o7 EDPS,Opinion on Net Neutrality, Traffic Management and Bretection of Privacy and Personal DatBrussels, 7
October 2011.

98 Regulation 460/2004/EC, OJ L 077, 13/03/2004 ppl larticle 1.
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computing systems, which manage the provision ohgesources. The concept of communication
networks (which are crucial for the provision ofitisociety service) was better defined by the
Commission’s 2005 ‘Green Paper on a European Rrogeafor Critical Infrastructure Protectiof.’

Communications networks are critical informatiofrastructure (Cll), namely

“ICT systems that are critical infrastructures foemselves or that are essential for the operation
of critical infrastructures (telecommunicationspquters/software, Internet, satellites, ett%y.”

In turn, Critical Infrastructure (CI) was definesl a

“those physical resources, services, and informattechnology facilities, networks and
infrastructure assets that, if disrupted or destdoywould have a serious impact on the health,
safety, security or economic well-being of citizesrsthe effective functioning of governments.”

One of the three types of infrastructure asset®mposed of “public, private and governmental

infrastructure assets and interdependent cybephysical networks***

The framework established in 2001 was revieweddA62by the Communication ‘A strategy for
secure information Society- dialogue, partnershipl @mpowerment® While the three-pronged
approach was kept, the text encouraged fosteriraulure of security based on the following
elements: an open and multi-stakeholder process;tsted dialogue; partnerships leading to better
awareness and better understanding of the chalengd the empowerment of all stakeholders, aimed
at increasing everybody’s responsibility. The Comination highlighted the importance of openness
and interoperability to enjoy technological diversand encouraged the European industry to prosper
The Communication envisagddter alia, building partnerships for data collection andtadgystems,
developing multi-stakeholder dialogues on trustethjputing and Privacy Enhancing Technologies
(hereafter PETSY?

The following year, awareness on cyber-securitumope and worldwide was raised by the cyber-
attacks® suffered by Estonia and Georgia. Estonia is ond@fmost ‘wired’ countries in the world,
where e-banking, e-health, e-learning and e-taaiegcommon?® although in 2007 such dependence
was not matched by corresponding IT security egaiimThe most accredited version is that the
attacks —distributed denial of service (hereaftBroB)® attacks of the intensity of 95 Mbps— were
sponsored by Russia, after a statue of Stalin e@sved from a town. Yet, in the end, the connection
has never been proved, and the only person codwieés a Russian Estonian. The case showed the
problem of attribution in cyber-attacks, i.e. tlaetfthat it is difficult to establish the identitf the
perpetrator(s). The year after, Georgia was atth¢ked it counter-attacked), too. The evidencdis t

9 European Commission, COM (2005) 576 final, 17 Noven2005, p. 20.
10pid., p. 19.
Ibid., p. 20.

192 £yropean Commission, COM (2006) 251, 31 May 2006.
103

101

The strategy was subsequently endorse@duyncil Resolution of 22 March 2007 on a Strategyaf&ecure Information
Society in EuropeOJ C 068, 23.3.2007, p. 1-4.

The first documented successful cyber-attack seerhave taken place during the cold war, and viesttd against the
1982 Siberian gas pipeline. Peter Sommer and lawBri@educing Systemic Cybersecurity Ri€kECD/IFP Project on
‘Future Global Shocks’, (Paris: OECD, 14 January1201

1% House of LordsProtecting Europe against large-scale cyber-attaéksropean Union Committee, 5th Report of Session
2009-10, 18 March 2010.

198 A DDoS attack is a Denial of Service attack (Dgeypetrated by means of a botnet, which is a gmiumany
compromised machines (zombies), whose control keas lachieved prior to the attack, usually via tee af Trojan-
horse programs. DDoS combine the insecurities afpeimts with those of Internet protocols. Susan dzan
Surveillance or Security? The Risks Posed by Wipetey TechnologyThe MIT Press, Cambridge: 2010). See also
Sommer and BrowrReducing Systemic Cybersecurity Rigk4-25.

104
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case leads to private actors. The events took mladag the war with Russia and were of a bigger
scale than Estonian attacks (800 Mbps).

The Communication ‘Protecting Europe from Largel&&yber-attacks and Disruptions: Enhancing
Preparedness, Security and Resilielféeecognised the relevance of this new form of thersd
specifically addressed it, by proposing an actidanpbased on five pillars: prevention and
preparedness, detection and response, migrationregalery, international cooperation, and the
development of criteria for selecting European i€alt Infrastructures in the field of ICT. It also
suggested raising awareness and defining a plamroédiate actions to strengthen the security and
resilience of Clls. These activities were mearddmplement actions in the AFSJ.

The Communication was endorsed by the ResolutiondoCollaborative European Approach to
Network and Information Security® through which the Council claimed that “new usagéterns,
such as cloud computing and software as a serpigeadditional emphasis on the importance of
Network and Information Security” and declared tliaere is a need to enhance and embed Network
and Information Security in all policy areas andtees of society, and to address the challenge of
ensuring sufficient skills via both national andrépean actions and raising awareness among users of
ICT.”*® The Council endorsed the expansion of the rolENISA, as well as the increasing use of
multi-stakeholder models such as PPPs; it recodnibe vital role played by providers, the
importance of national CERTSs, whose activities werbe intensified, and of intra-EU and extra-EU
cooperation. Finally, it recommended using the OES#zurity Guidelines as a model for similar
European guidelines. | will address this issuedptd in the next chapter. While the Resolutionas n
revolutionary as far as its content is concernelihoks at cyber-security as being fundamentalktbr
sectors of society. This is in line with the documsereleased in the cybercrime area, as well as in
CFSP.

Finally, the Communication ‘Achievements and Nexep8: Towards Global Cyber-security’
appraised the steps taken and updated the measeeeed for each pillars established by the
Communication ‘Protecting Europe from Large-scajpél-attacks an®isruptions’, in line with the
Council Resolution above. On the topic of prepaesdnand prevention, it called for the European
Forum of MSs to share information and best prastitke development of a European PPP for
Resilience, and establishing the threshold for C&Barvices and capabilities. As for detection and
response, it proposed the development of a Europ&fanmation sharing and Alert System for
citizens and Small and Medium Enterprises (SMEs)fok migration and recovery, it proposed MS to
develop national contingency plans, and the orgdioiz of national and European exercises. On the
topic of the international and EU-wide cooperatiéncalled for the establishment of European
principles and guidelines for the resilience amdbiity of the Internet. Finally, it reconfirmedemeed

to set criteria to identify Cll in the ICT sector.

The text seems to reveal that little progress leenbmade in the past couple of years. Finallys it i
worth noting that in June 2011, an EU CERT wasterEa"

107 European Commission, COM (2009) 149 final, 30 M&009.

198 council Resolution of 18 December 2009 on a collatioe European approach to Network and Informati@cBity,
0J C 321 of 29.12.2009, p. 1-4.

Ibid. p. 2.

10 ey ropean Commission, COM (2011) 163, 31 March 2011.
111

109

The EU Security RoundtablEuropean Cyber Security Conference Shared ThreStsared Solutions
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2.3.3 Initiatives in cybercrime

| shall now take a step back in time to addresdrtltiatives taken in cybercrime. Two area-specific
laws were adopted in the field: the Council Framéwidecision 2001/413/JHA on Combating Fraud
and Counterfeiting of Non-cash Means of Paymend, tie Framework Decision 2004/68/JHA on
Sexual Exploitation of Childrelt? which should reveal “the particular focus put hg Commission
on the protection of children, especially in redatto the fight against all forms of child sexublLiae
materiillgllegally published using information syists, a horizontal priority which will be kept ineth
future.’

The first comprehensive result of the work undestakn cyber-crime was the adoption of Council
Framework Decision 2005/22/JHA. the first law explicitly harmonising the criminadition of
malicious conduct online. The Directive addresseslilaset of offences included in the Cybercrime
Convention, which was seen as a minimum threstwldthndardization. Both the Convention and the
Council Framework Decision are addressed in greddtail in chapter 0. For the moment, it is
relevant to underline that, due to several shoriogs) the text is being repealed.

The Hague Programme further recognised the impogtaof cybercrime. The Action Plan
implementing it'*> recommended improving European coordination armbemtion between high-
tech crime units in MSs, and with the private se¢gbercrime intelligence network), including the
deveIoElrQent of a European cybercrime manual asyaofvéstrengthening prevention of organised
crime.’

In 2007, the Commission published its follow-upth® 2000 Communication ‘Promoting a Safer
Internet’!*” which set out the main elements of a EU policycghercrime. First of all, it gave a

working definition of cybercrime as “criminal actommitted using electronic communications
networks and information systems or against sutivorks and systems,” and clarified that it applied
to three categories of criminal activities. Theseatl the categories contained in the Cybercrime

Convention, as illustrated in the next chapter

“The first covers traditional forms of crimgich as fraud or forgery...The second concerns the
publication of illegal contenbver electronic media (i.e. child sexual abuse nater incitement

to racial hatred)...The third includes crimes unidaeelectronic networks, i.e. attacks against
information systems, denial of service and hackiflgese types of attacks can also be directed
against the crucial critical infrastructures in &ue and affect existing rapid alert systems in many
areas, with potentially disastrous consequenceth&whole society. Common to each category of
crime is that they may be committed on a mass-saatk with a great geographical distance
between the criminal act and its effects. Consetlpiethe technical aspects of applied
investigative methods are often the saté.”

The Communication recalled the three-pronged agpreatablished in 2001, and the initiatives taken
in other sectors, such as the provisions relatmgiétwork security contained in the e-privacy
Directive. It then took stock of the developmentayber-crime, and called for: increasing LEAsS

112 Council Framework Decision 2001/413/JHA, OJ L 12$.2001, p. 1-4; Council Framework Decision 2004@d8 OJ
L 013 20/01/2004 P. 0044 — 0048.

13 European Commissioifpwards a general policy on the fight against cgbiene, COM (2007) 267 final, 22 May 2007.
114 Council Framework Decision 2005/222/JHA, OJ L 68/08/2005, p. 67.

115 Council and Commission Action Plan implementing ttegle Programme on strengthening Freedom, Security a
Justice in the European Unio®J C 198, 12.8.2005, p. 1-22.

Ibid., p. 13
117 European Commission, COM (2007) 267 final, 22 Ma92
118 hid. p. 2.
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cooperation; the development of an appropriatecpdtiamework; raising awareness on the problems
of cybercrime; cooperating internationally; and eleping PPPs. It highlighted the favourable nature
of the latter in the fight against cyber-crime vl as the need to encourage information sharing o
crime. In general, the text strikes one as addrgdsie same issues as COM(2000) 890. Accordingly,
the Presidency Conclusions of the Brussels Eurog@auncil of 21/22 June 2087 urged the
development of a policy within Justice and Homeak# (AFSJ).

The cyber-attacks against Estonia and Georgia berainly affected the attitude in cybercrime, too.
In November 2008, Council Conclusidfiscalled for the development of a comprehensive famg
against cybercrime, implying a joint working stiggebetween the MSs and the Commission, to
combat crimes “as worrying as child pornographyy &mrm of sexual violence and any act of
terrorism,” threats to the networks and “traditibftams of crime committed via the internet, sush a
identity fraud, identity theft, fraudulent saleinancial offences..’ In the short term, it urged
improving PPPs, i.e. establishing points of comstaitistering clear and prioritized cooperation esju
forms, and exchanging best practices; setting mphaork of Heads of Police against cybercrime; and
reinforcing technical and international cooperatiath third countries. As for the short and medium
term, the Council recommended, inter alia: esthivigs an EU reporting platform; working on the
substantive legal aspects of cybercrime and thie ddicstatistics; and setting up joint investigation
teams to assess the progress made.

At the same time, Europol was given a role in tightfagainst cybercrime, and was in particular
designated as the point of convergence of the matimert platforms created by the G8 and endorsed
by the Cybercrime Convention (Europol's Europeahetgrime Platform, or ECCP). Shortly after, the
Safer Internet Program 2009-2013 was adofftetite objective being to fight illegal content omljn

as well as harmful conduct such as grooming antyibgl with particular reference to the web 2.0
(i.e. social networks).

Building on previously adopted documents, the ‘Di@buncil Conclusions on an Action Plan to
Implement the Concerted Strategy to Combat Cybeegiraimed at coping with cybercrime, intended
as “child pornography, sexual violence, terroristivaties, attacks on electronic networks, fraud,
identity theft, etc.*”® It also set out an action plan for the short, metiand long term. The
objectives for the short term included finding cudre about perpetrators and their modus operandi, i
order to have a better grasp of the phenomenorelalgng filtering systems against child sexual
abuse content and promoting the use of joint ingatsbn teams. As for the medium term, the Council
proposed a number of actions. Examples includgitrigipolice, judges, prosecutors and forensic staff
to carry out cybercrime investigations; encouraginfprmation sharing between the MS’' LEASs;
gathering and updating best practices on techrmbgivestigation techniques and boosting the use
of computer investigation tools by LEAs; promotiagd boosting activities to prevent cybercrime,
including the use of cyber-patrols; and settingaugocumentation pool on cybercrime. The Council
proposed establishing a centre with those functigtiin Europol.

119 Council.Presidency Conclusions, Brussels European Counc2une 200711177/1/07, 20 July 2007.

120 council Conclusions of 27 November 2008 on a coadestrategy and practical measures against cybererDJ C 62,
17.3.2009, p. 16-18.

Ibid. p. 16-17.

122available  at: <http://ec.europa.eu/information_stglactivities/sip/policy/programme/current_progléx_en.htm>;
Council Decision No 1351/2008/EC of the European Rarént and of the Council of 16 December 2008 Estaiblj a
Multiannual Community Programme on Protecting Cteld Using the Internet and other Communication Tetbgies
OJ L 348, 24.12.2008, p. 118-127.

123 Council. Draft Council conclusions on an Action Plan to implent the concerted strategy to combat cybercrime
5957/2/2010, Brussels, 25 March 2010.
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These last two documents, as well as the StockRobgramme, and the subsequent Internal Security
Strategy and Action Plan to Counter Terrori$freferred to cyber-security and cyber-crime as a
growing threat, i.e. they tended to securitise it.

The Stockholm Programrfé explicitly addressed cybercrime and, while it edlfor greater respect
of privacy and data protection rules, there wadraoe in the text of the three-pronged approach.
Accordingly, the Action Plan of the Stockholm Praxyme suggested actions for cybercrime and
Network and Information Security, first and foremdbe promotion of the ratification of the
Cybercrime Convention. It then advanced a new mapon Attacks against Information Systems
(indeed COM(2010) 149 which was analysed in theipts section) and it encouraged proposing a
model of PPP on cybercrime issues by 2011. It settlee basis for the prolongation of ENISA’s
mandate, the adoption of rules on the protectiothefnetwork, and the creation of a EU cybercrime
alert platform. It finally proposed to conduct a Bécurity Survey by 2013, to collect statistics on
cybercrime, and to adopt rules on the jurisdictbboyberspace.

The Stockholm Program foresaw the adoption of &@rmal Security Strategy. In the Draft Internal
Security Strategy, cybercrime was portrayed astbaé'main crime-related risks and threats which
Europe faces today? Relevant proposals were advanced by the actualn@mication on the
Internal Security Strateg¥/,’ according to which “the EU is exposed to an aofyotential crises and
disasters, such as those associated with climategehand those caused by terrorist and cyber-attack
on critical infrastructure [...]**®

To tackle the ‘growing threat’ of cybercrime, ther@munication proposed three actions at the EU
level. Firstly, it recommended the creation of bexycrime centre, bound to become the main point to
address cybercrime, in cooperation with the ENI8A #ne national CERTSs. Secondly, it suggested to
simplify the notification of cybercrime incidenty people, and to raise their awareness, to work wit
the industry to empower and protect citizens andrnigage with international partners to strengthen
the global risk management of IT networks. It ammumd the development of guidelines on
cooperation to handle illegal Internet contentduding incitement to terrorism— by 2011, and the
creation of a platform to foster cooperation cali@dntact Initiative against Cybercrime for Indystr
and Law Enforcement.” Thirdly, in order to increasapabilities for dealing with cyber-attacks, it
urged MSs to develop a CERT by 2012, which, in evapon with the Commission and the ENISA,
should also converge on a European Informationifand Alert System (EISAS), and implement
response plans and exercises.

The EU 2010 ‘Action Plan on Combating Terrorisii, a follow-up to the EU Counter-terrorism
Policy,*° addressed cyber-security in the context of tesrorilt referred to Stuxnet as an example of
physical damage caused by a cyber-attack. SttiXigthe famous virus that allegedly delayed by two
years the Iranian nuclear program. Stuxnet seentzate originated from a “hard-coded default
password™® in the Siemens SCADA system, which reportedly usgernet protocols, sometimes
over the public Internet. The episode has intargstnplications for the debate on the interpretatd

124 council.EU Action Plan on Combating Terrorish5893/10, Brussels, 15 November 2010.
125The Stockholm Programme

Ibid. p. 2.

127 yropean Commission, COM (2010) 673 final, 22 Noven2010.
1281hid. p. 14.

129 Council,EU Action Plan on Combating Terrorism

130 £y ropean Commission, COM (2010) 386, 20 July 2010.

31 Eor more information on SCADA and the Stuxnet, aee<http://www.enisa.europa.eu/media/press-refédamexnet-
analysis> and <http://threatpost.com/en_us/blogstbimks-some-scada-problems-are-too-big-call-b2@60.1>.
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articles 2.4 and 51 of the Charter of the Unitedidts, and in particular their application to cyber

attacks:** A more direct use of force, in fact, may havedgered the application of the provisions of
the Charter. The Action Plan, then, stated thatrkvem Computer Network Operations, with an active
contribution of the EU Military Committee, suppomstiterrorism efforts in the domain of Cyber

Space.*®* As a result, it reported the EU’s participationtire US Cyber-storm exercise Ill and, in

November 2010, the carrying out of ‘Cyber Europ&®0the first exercise to test European (EU and
EFTA countries) preparedness against cyber-attacks.

Finally, COM(2010) 157 laid down a proposal for eeldtive on Attacks against Information Systems
repealing Council Framework Decision 2005/222/JHAe explanatory memorandum refers to the
three-pronged approach, but the Preamble establshaear link with the Cybercrime Convention,
whose provisions are in contradiction with the ¢hpeonged approach. | address the proposed
Directive in section 3.3.2.

2.3.4 Beyond the three-pronged approach: the Contoogign and Security Policy & European
Security and Defence Policy

The initiatives highlighted so far relate to thenfier first and third pillars only. It was only withe
2008 External Security Stratédythat the problem was addressed in CFSP. This tisumprising,
given the EU institutional development. The Exté®ecurity Strategy recognised that

“modern economies are heavily reliant on criticatfrastructure including transport,
communication and power supplies, but also therrete The ‘EU Strategy for a Secure
Information Society,” adopted in 2006, addressésriet-based crime. However, attacks against
private or government IT systems in EU MS have wgitlds a new dimension, as a potential new
economic, political and military weapoft®

Thus, the Council called for more work in this aréhe document marked a change in approach, in
line with what happened in the previous two areas.

The European Defence Agency has also started nacktie issue, on top of what hinted at in the
Action Plan on Combating Terrorism. The 2009 Euesp®efence Agency capability development
plan recognised that the cyber environment is @&rmiatl source of threat (cyber-warfare, cyber-
attacks, but also a source for retrieving inforimatiand set 2025 as a deadline to develop capedilit
The European Defence Agency refers to cyber-sgcagtone “of the areas where it is natural to
search for common approaches,” which includes ‘tnaei surveillance, intelligence, situation
awareness, communications and information systeyiser-security, maintenance, education and
training & exercise*’ It has called for making full use of the availatdels, such as the European
Framework Cooperation (EFC), an umbrella initiatiwéthin which ‘Situational Awareness’ will be
further investigated together with the European @igsion and the European Space Agency, notably
regarding issues from data collection to data shasind dissemination, including aspects related to
sensors, cyber security and information manageiri&ht.

133 Matthew C. Waxman, “Cyber-attacks and the Use até&e Back to the Future of Article 2(4)Columbia Law School
Working Paper September 2010. See also Lucas Lixinskegal Implications of the Privatization of Cyber Vfee,”
Academy of European Law, EUI Working Paper, Priv-Reoject, AEL 2010/02, 2010.

134 European Commission, COM (2010) 386, 20 July 2165.

135 European CounciReport on the Implementation of the European Sgc@trategy— Providing Security in a Changing
World (European Security StrategBrussels, S407/08, 10 December 2008.

Ibid., p. 7.

187 European Defence Agency. Bridging Efforts (Confesn Connecting Civilian Security and Military Cagéi
Development. Bulletin 14, May 2010, p. 10.

Ibid., p. 36.
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In CFSP and CSDP, the focus is on the possibifityyber-warfare. Yet, there are serious opponents
to this possibility, as | will address in the sentbelow.

2.4 The Policy Framework (and Cyber Landscape) in Synthesis

The reconstruction of the cyber-security policyypded here is only partial. The Resolutions of the
Parliament, for instance, as well as other docusmesiaiting to specific initiatives, have been oettt
for the sake of succinctness. Yet, the documeidgvahe isolation of a number of characteristics of
cybercrimes and of the environment where they aatewith cyber-security and data protection. Those
characteristics are essential for policymakinghim érea.

. Reliable statistics are still missing, since cyhiene is one of the most underreported crirtiés,
due to several overlapping causes.

« To begin with, the average user may lack awareaktise fact that what s/he faces is a crime.
Indeed, raising awareness is one of the recurrioggsals of the policy documents.

+ Secondly, businesses do not always report inciderdsreaches, because they fear reputational
loss, and are often not legally obliged to repeeaohes. Truly, if the issue is finally rendered
public, the delay in releasing the piece of news aet as a boomerang, yet the power of the
media to generate shame works as long as the subgates sensation, and loses clout when
there is an overproduction of similar stories.

« Thirdly, the police lack the necessary tools, sasha database on reported and prosecuted
cybercrimes. In the UK, for instance, the Home €¥ffitself does not keep a database of ‘e-
crimes’*® As a result, there is no possibility of tracingckathe use of the Internet in
committing the crime. In addition, when a crimereported to the police, it often looks like a
minor offence. But what appears to be a €100 sedith is not worth the time and money for
an investigation, can in fact be a fraud costingiionis, set up by organised crime, distributed
around the world, which would definitely deserveaerces for an investigatidff. An exception
to the rule is being established in the US, bytfe most advanced country in combating
cybercrimet®® where the FBI has created the Internet Crime CaimplCenter website.
Individually minor crimes are compared and aggregab understand the links that may pave
the way to federal investigations. Identity thafires are also reported to the police first, and
then investigated by the Federal Trade CommissiarC]*® Several proposals highlight the
need to build a common reporting tool.

« LEAs remain inappropriately trained to tackle cybdme; indeed, it seems that, so far, LEAs
only focus on those crimes that are likely to epdrusuccessful investigatioh®.This, in turn,
undermines the efficacy of the punishment, thusingithe incentives for offendeYs. Many
recent proposals try to address this lack of trgni

« Another need, that of common definitions, may a&lgntribute to the problem of underreporting,
since the same phenomena may be defined differémtlgiverse countries, thus hindering
comparison, when such data are available. Theitefirof cyber-crime is still very broad, and

139 Kshetri,The Global Cybercrime Industry

1401 addition, customers must report online fraugthe association of bankers, which will decidéum whether to notify
the problem to the authority. The system is cunmdraes and it is not surprising that frauds are umdported.

141 ouse of LordsPersonal Internet Security

142 house of LordsProtecting Europe against large-scale cyber-attacks
13 ouse of LordsPersonal Internet Security

144 Sommer and BrowrReducing Systemic Cybersecurity Risks

145 Nir Kshetri, “Information and Communication Techaogies, Strategic Asymmetry and National Securiggurnal of
International Managementl n° 4 (2005).
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encompasses both traditional crimes and properrcgbees. | will address this in detail in
section 2.4.

« PPPs are still at the core of the measures prop¥geile their importance is indisputable, it is
difficult to describe how they work in practit®.These partnerships are not always easy, either
because LEAS’ requests can be onerous for busmesdgifficult to address, or because of the
procedures that must be respected by companiaselagss the intrinsic volatility of the data.
Also, companies may fear that the government will keep their industrial secrets or that
cooperation may lead to monitoring of their comngations, with consequential loss of trust by
consumers?’ Indeed, co-operation tends to take place in aorimdl, i.e. unregulated, setting.
So far, stringent measures on these partnershipstdexist, as shown by the most recent policy
documents.

« Another proposed measure, content filtering, is@ti the agenda today, and is at the centre of a
strong debate, as | will address in section 2.4.

« The Cybercrime Convention is the legal instrumenteterence. | will address the benefits of
such a choice in chapter 3.

« Early Communications from the Commission acknowéstighe insufficient provision of
security by the market. The problem is still reletyand is well known at the technical leV&.
In fact, software companies enjoy a first moveraadage when they release new products; since
testing is a long procedure, they prefer launclaingmperfect program on the market, and then
compensate for security flaws with patches and wgsddMany viruses, though, exploit these
errors in the systems, so they probe programs aothgtfor flaws. This rash of flaws and
patches has been dubbed the ‘arms rd@&ince the error rate increases with the size ef th
program (measured in SLC or Source Lines of Coale), as SLC has increased dramatically,
security fallacies have progressively increaSedn brief, the incentives of businesses and
individuals for security are misaligned, since the#o bear the losses deriving from a security
failure — the individuals — are not the same whaoudthinvest in security — the businesses. As a
result, there is rational under-spending in segttThis is not always clear in the new policy
documents.

« Technology is evolving, the new frontier now beidlgud computing, which | will address
extensively in section 4.4, and big d&@aHere, it is useful to underline that, while cloud
computing solves some of the security threats aakvabilities relating to storing data on one’s
PC (i.e. keeping one’s programme updated, or avgidiruses), the concentration of data makes
them more attractive to cyber criminals.

» Large-scale cyber-attacks can have a strong impact, must be tackled accordingly. Some
predict a cyber-war scenario. Cyber-war, thoughyrikely due to the problem of attribution
(either of machine, human or digital identify, and the ensuing need of keeping the attacks
short and limited. In fact, the longer the attable higher the chance for the victim to buffer the
offence, and to identify the attackers. In otherdgoit is difficult to respond to an attack, ursles
it is long enough. Consequently, attacks tend teHzet and circumscribed, which in turn limits
the chances of reprisals and, as a result, theofdhe military. Blended attacks, i.e. an attatck (

148 ouse of LordsProtecting Europe against large-scale cyber-attacks
147, .
Ibid.
148 . .
Landau Surveillance or Security?
149 ouse of LordsPersonal Internet Security
10 Giovanni Sartorl'Informatica Giuridica e le Tecnologie dell'informzione(Torino: Giappichelli, 2010).
151 Sommer and BrowrReducing Systemic Cyber-security Risks
152 Lohr, Steve, “The Age of Big Dat&lew York Timesl8 February 2012.
153 Landau Surveillance or Security?
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networks) perpetrated together with a conventi&iradtic attack to disorient the victims, may be
more likely than a proper cyber-waf.Nevertheless, a cyber-security industrial comsleams
to be emerging.

« The forensic techniques required to investigatéedht crimes are the same in the online
environment.

« There is a growing call for cross-border and irtiéional cooperation and information exchange.

« Despite a clear vision of what are the challengebreeeds in the area, there does not seem to be
an organic policy plan. The situation might chabgehe end of 2012°

The second element emerging from this brief recanog8on, and in particular the ‘three-pronged
approach’, is that privacy and data protectionwoet and information security and tackling
cybercrime are seen as different aspects of the gdmenomenon (ensuring a safe development of the
information society), which complement one anotheiprinciple, therefore, the second hypothesis is
supported: the policy documents not only acknoweetthgt privacy and data protection are not at odds
with cyber-security and cybercrime prevention; sowofethe provisions contained in the EU
privacy/data protection regime can even play anonamt role in the prevention of certain types of
cybercrimes, and in particular network and infoliorasecurity and cybercrime ‘proper’.

Nevertheless, when the Commission deals with cylmeec it does so from the point of view of
prosecution, where privacy and data protection Hétle role to play, apart from the rights of
potential suspects or individuals affected by tiheestigation. This may well be due to the imporéanc
attributed to traditional crimes committed by etentc means, where reactive and forensic measures
play a greater role (at the same time, though,Gbmmission seems to recognize that the forensic
techniques are the same for both traditional and ciémes, which supports a portion of the first
hypothesis | made).

In addition, since Estonia has suffered the cylacks, the Commission and the Council seem to
have changed their approach towards cyber-attackscybercrimes in general, which are presented
as existential threats to the nation and the Unlonother words, the issue seems to have been
securitized® Radical measures and information sharing, rathem prevention, are being proposed.
Finally, as far as the most arduous issues areecned, and in particular filtering, the Commission
seem to have adopted a wait-and-see approach.

This combination puts at risk the possibility otl@ iureintegration. The next chapter addresses the
legal framework in greater detail, and tries tolaxpwhy law should follow what is de facto
integration.

154 |bid.

155 Nikolaj Nielsen, “EU cyber-security legislation time horizon,”’Euobserver.conill May 2012.
156 Barry Buzan et alSecurity: a New Framework for AnalygBoulder, CO: Lynne Rienner 1998).

27



Maria Grazia Porcedda

3. Cybercrime and Cyber-Security: First Hypothesisand One Caveat

3.1 Introduction

As follows from the previous section, there areatiekly few cybercrime and cyber-security legal
instruments applicable in the EU, namely:

« International legal instruments:

0 Binding Treaties and Conventions: the CoE Cybereri@onvention, the only
international instrument adopted hitherto (to whioh EU is not a signatory);

0 Non-binding instruments and soft law: UN, CoE and Recommendations, and
OECD Guidelines;

« Laws in the former third pillar:

o Comprehensive instruments: Council Framework Denison Attacks against
Information Systems 2005/222/JHA, and the propeeagaling it;

0 Sectoral laws: Council Framework Decisions on bagkichild pornography and
intellectual property.

The entry into force of the Lisbon Treaty has etiated the pillars structure of the EU and has
‘communitarised’ the third pillar, whose legal inshents will now be adopted according to the
ordinary legislative procedure. Indeed, the ins&otmrepealing Decision 2005/222/JHA will be a
Directive, in accordance with its new legal bastcla 83(1) TFEU.

Regardless of the institutional changes, the ‘Conigation on a proposal for a Directive on attacks
against information systems repealing Council Fraank Decision 2005/222/JHA’ builds on the
policy framework set up so far — not only on thee&pronged approach, but also on the Cybercrime
Convention. As put by recital 8 of the proposahe‘tCouncil Conclusions on 27-28 November 2008
indicated that a new strategy should be developitd the MS and the Commission taking into
account the content of the 2001 CoE Cybercrime €otion. That Convention is the legal framework
of reference for combating cybercrime, includintaeks against information systems. This directive
builds on that Convention.” Before continuing thealysis of the proposal, it is therefore necessary
review the two instruments on which it rests, lbeth the Decision to be repealed, and the Cybeecrim
Convention, to which | turn my attention now.

3.2 The CoE Cybercrime Convention

The Cybercrime Convention was submitted to the Citteenof Ministers and opened for signature in
Budapest, on September 23, 260Work on it began in 1996 with the objective ofaleiag a more
comprehensive legal instrument on cybercrime thanoRimendation No 89 (9). The negotiations
were undertaken by thed hocCommittee of Experts on Crime in Cyber-space (PG:Gour non-
CoE states took part in the drafting, namely Uni¢ates, Canada, Australia and South Africa.

In spite of recognising that “technical measureprmect computer systems need to be implemented
concomitantly with legal measures to prevent artdrdaiminal behaviour;®® the Conventioh® does

Yor  the updated list of countries having ratified het Cybercrime Convention, see
<http://conventions.coe.int/Treaty/Commun/ChercheSjg?NT=185&CM=&DF=&CL=ENG>.

158 Cybercrime ConventiorExplanatory Memorandunp. 2.
1911 this section, | refer to the Cybercrime Convemsimply as the Convention.
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not address any such preventive measure. Ratlaldiesses the problem by choosing criminalisation
as a deterrent. As explained in the Preamblems ait establishing a common criminal policy, based
inter alia on legislation and international co-operation ife¢ct), as well as on cooperation between
States and private industry — while protecting thgitimate interests in using and developing
information technologies (recital 7) — mindful dktneed to balance law enforcement with the respect
of human rights enshrined in existing internatioagteement¥® Consequently, the objective of the
Convention is three-fold (recital 9): firstly, deieg (a) actions against the confidentiality, gigy

and availability of computer systems, networks awdnputer data and (b) the misuse of such
systems/network data; secondly, adopting sufficipotvers, domestically and internationally, to
combat, detect, investigate and prosecute, sunfiral offences; and thirdly, providing arrangements
for fast and reliable international co-operatiocArdingly, the text is divided into four Chaptefi}:
use of terms; (ii) measures to be taken at the dicnkevel — substantive law and procedural la); (i
international cooperation; and (iv) final clauses.

The Convention is undoubtedly a valuable instrumesmice several countries lacked specific
legislation on procedural aspects of cybercrimejciwhis compelling due to the volatility and
vulnerability of electronic evidence (i.e. it canickly disappear and be easily compromised). Indeed
the lack of common rules can impede internatiomalperation— which is fundamental, given that
evidence is often dispersed — as shown for instagcine ‘Love letter’ virus investigations. In that
instance, the US could not prosecute the Filipiackiers who authored the virus, since their deed was
not a crime in the Philippines when it was commiiffé The lack of common rules can also foster the
proliferation of ‘digital crimes haven$®® Accordingly, states that are not members of th&,do
Latin America and in the Middle East, are using@uavention as a model framewdfRk.

Yet, the opposition to the Convention of two glopaivers such as China and Russia ‘over concerns
that police might acquire powers across nationalindaries without consent from the local
authorities,'® deeply undermines its efficacy. Indeed, to workperly, the Convention should be
globally endorsedf® The adoption of a more comprehensive internatitegal instrument on cyber-
security and cybercrime, though, may have so fanb@ndered by two factors: the convenience of
‘cyber weapons’ for certain countries, since cytmpabilities can reduce the asymmetric differences
in power between countrie® and the different ideological and cultural consexivhich affect
technical preferencé§’ In this respect, the Convention may represent rfaimum agreement
achievable between such diverse countffeand as such a necessary evil. Recently China,id&juss
Tajikistan and Uzbekistan proposed in a lettehtoWN Secretary Genet&lan international code of

160 These includeinter alia, the ECHR, the United Nations Covenant on Civil antitieal Rights, the CoE Convention 108
on the Protection of Personal Data, the UN Conwentin the Rights of the Child and the ILO Worst forofisChild
Labour Convention.

181 Fawzia Cassim, “Formulating Specialised LegislatiorAddress the Growing Specter of Cybercrime: a gamative
Study.” Potchefstroom Electronic Law Journal 12, n° 4 (200®shetri, “Information and Communication
Technologies”; Maria Grazia Porceddaansatlantic approaches to Cyber-security.

182 Viictoria Nash and Malcolm Peltu, “Rethinking Safetyd Security in a Networked World: Reducing harnmrzyeasing
Cooperation”, Oxford Internet Institute, Forum Dission Paper N° 6, November 2005.

163 Sommer and BrowrReducing Systemic Cybersecurity Risks

%4 \pid., p. 71.

165 Brenner,The Council of Europe’s Convention on Cyberctime

166 Waxman, “Cyber-attacks and the Use of Force.”

167 Busch in Nash and Peltu, “Rethinking Safety and Bgdn a Networked World.”
168 Clough,Principles of Cybercrime

189 United Nations.Letter to the United Nations addressed to the SenreGeneral, General Assembly. A/66/359, 14
September 2011.

29



Maria Grazia Porcedda

conduct for information security, which may openeav international approach to the matte?.This
is not the only defect of the Convention. Indeda, doctrine has criticised the Convention in vasiou
manners, as | illustrate below.

3.2.1 Procedural law

The aim of the procedural section is to suppleneigting mutual legal assistance treaties, or to
substitute them in their absence, to address thtdeun of evidence preservation, location and sharin
as well as to determine which state has jurisdicbwer a particular case. The innovations to the
national procedural laws required to tackle thecHjp@ties of cybercrime (Chapter 1, Section 2), as
well as the means of international cooperationftdra3), are at the heart of the Convention. Pregos
measures include: obtaining and collecting all datlating to subscribers, traffié and content,
whether in transit or stored, both by means ofiti@thl methods such as search and seizure (ossicce
and copying, in technological language), real-tiondlection of traffic datd® and interception of
content data!* subject to safeguard§. Other measures, such as the expedited presendititata’’®

are introduced to remedy the volatility typicaldafta in an online environment.

In order to deal with requests for the purposemedstigations or proceedings concerning criminal
offences related to computer systems and datarahé collection of evidence in electronic formeof
criminal offence, and in particular to fulfil theead for immediate assistance to a requesting party,
article 25 invites parties to establish a pointaofitact available 24 hours a day, 7 days a wedijen
with the initiatives undertaken by the G8. The axpltory memorandum clarifies that the Convention
does not allow a blanket collection of data forcatled fishing expeditions, nor does it oblige
providers to assist beyond the means they posgesghere are a number of problems.

First of all, the scope of procedural laws goessaerably beyond the list of offences found in the
substantive law section (which is analysed in sediisn 2.2.2). Pursuant to article 14(2), the
procedural measures apply to any offences commitiedneans of a computer system and the
collection of evidence of a criminal offence inatenic form, both nationally and internationallthe
Explanatory Memorandum offers a two-pronged rafienan the one hand, states should enact laws
providing for the use of information in electroroc digital format for evidentiary purposes. On the

170 PorceddaTransatlantic Approaches to Cyber-Securpip. 43-44.

1 The concept is based on the ISO definition: a esgmtation of facts/information/concepts suitalde dlectronic
processing by a computer system/program. Data radyoth the object of an attack or of the applicatbinvestigative
measures.

172 Traffic data is any computer data related to aregated by a communication (therefore, auxiliarytfawia a computer
system, which indicates the origin and destinaftefephone number, IP address, or other identifiegte, time (GMT),
date, size, duration and type of service (file ¢fan instant messaging etc.), relating to a palegiccommunication.
Traffic data can provide information to collect ther evidence; yet, it tends to be volatile anddfere needs to be
somehow retained. The Convention allows statesantgtifferent protection to these data accordinth&ir sensitivity,
the minimum protection being provided for in aridl5.

173t refers to the recording of traffic data at three of communication.

174 Regulated by article 21, it refers to anything sraitted over the network. The drafters deemedutiaf to determine
whether the communication is of illegal nature, smdollect evidence of past and future crimes.

511 line with the ECHR jurisprudence, these incljutiicial independent supervision; specificity agtte communications
or persons to be intercepted; necessity, subsigliand proportionality; limitation of the duratiaf the collection; and
right of redress. Due to the privacy concerns thisgreal time collection and, in particular, irteption of content data,
States can reserve the right to apply both art2feand 21 to serious offences only.

Y78 This refers to keeping safe the data alreadyrethiand is different from the retention of dathjolr means storing data.

The retention and expedited preservation are sutmetgvo different orders. Yet, Article 17 (expestitpreservation and
partial disclosure of traffic data) provides thiahas to be made possible to ensure the rapidodis@ of the sufficient
amount of traffic data to identify all service piders involved and the path followed by the data.
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other hand, though, the existence of other typesawmhputer crime than the ones listed by the
Convention is acknowledged, thus implicitly statitige limited character of the Convention’s
provisions. The question is that article 14 seemméake the substantive provisions irrelevahtt
also paves the way to the concern voiced by the 9¥VRamely the widespread purpose creep of
intrusive procedural and evidentiary measures. @nthe three general principles on international
cooperation (article 23) is exactly extending cempion beyond the offences listed by the
Convention, to the investigation or proceedingsceoning, and the collection of evidence pertaining
to, computer-related crime.

Secondly, although it is possible to make co-opamatonditional upon the existence of dual
criminality, the application of the latter is lirai, so that assistance may be due by the requesstiyd

to the requesting party, for an act that is notsatered an offence in the fornéf.According to
article 25, co-operation should be the widest fbssior both investigations and proceedings
concerning offences relating to computer systent data, and for the collection of evidence in
electronic form of a criminal offence. Dual crimiitais defined by article 25(5), in such a waytas
avoid that parties apply too rigid a test. If atpaequires dual criminality in order to grant atahce

— i.e. sharing information —the crime does not hi@vbe called or classified in the same way in the
two countries; what matters is that the crime itigased has the nature of a criminal offence.

Article 27(3) on mutual assistance requests prae=sdyprovides that the technical procedural
requirements applying in the mutual assistanceagigshould be those of the requesting party, sinles
these are against the legal principles of the ret@departy. The rationale is that the requestintypa
should be able to admit the evidence in court. Paeagraph does not deal with fundamental
procedural protections. Yet, the grounds for rdfliyaone party shall never be too heavy, so as to
fulfil the overriding principle of the Conventiomhich is to make the assistance as wide as possible
For instance, refusal of assistance on data protegrounds may be invoked only in exceptional
cases;” the parties should rather try to place conditiatiewing the transfer of information. This
article may be read as a way to formalize assistaaned avoid the creation of ‘informal procedures’.
Yet, this is somehow contradicted by article 32erey a party can unilaterally access computer data
without seeking the authorisation of another pantigen it is (a) publicly available stored computer
data, regardless of its geographical location pm(en it accesses or receives stored computer data
located in anotheparty, if it obtains the voluntary consent of thestodian of the data, which has the
authority to lawfully disclose it, and such disalos happens through a computer system locateain th
requesting party. This provision envisages thetimeaof ‘informal situations,” especially since its
wording is particularly vague (which was justifiey the drafters due to a lack of concrete expeéesnc
to refer to).

Thirdly, safeguards and provisions pertaining terinational cooperation procedures can be sulgect t
reservations. Consequently, states applying higledeguard€® may not refuse cooperation on
grounds of lower safeguards provided for by requgsparties. In many cases, this would mean
transferring data “even when such transfer doespast the test of necessity, proportionality and
appropriateness typical of human rights."For instance, while article 28 on confidentialiayd
limitation on use allows the requested party tpirfgpose to grant its assistance only if confidaityi

is kept; (b) explicitly invoke that the content tife assistance is not used for investigations or

L Brenner, “The Council of Europe’s Convention on Cyliare.”
78 bid.
179 Cybercrime ConventiorExplanatory Memorandunp. 48.

180 Article 27 bis and 27(6), for instance, allows fbe possibility (may instead of shall) to imposaditions as regards the
confidentiality- not the protection of personal alabf the transfer, which is further limited by thaveat of public
proceedings.

181 Article 29 Data Protection Working Part®pinion 4/2001 On the Council of Europe’s Draft Cami@n on Cybercrime,
(WP 41) March 2001, p. 5; PorceddBEransatlantic Approaches to Cyber-Security
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proceedings other than the one for which assistamsegranted; there is a twofold, implicit, limat t
the request of conditionality. Firstly, the reqimgtparty may need to use the evidence obtained
through the assistance in a public trial, whichréf@re renders the information public domain;
secondly, in case the information is evidence gatoky to an accused person, it must be disclased t
the defence or judicial authority, in line with thendamental legal principles of many states.

This leads to the fourth and last point, i.e. tlsifoon of human rights, and specifically privagyda
data protection, in the Convention. Article 15 lalimvn the mandatory conditions and safeguards to
be applied when implementing the procedural prowsiof the Convention. Pursuant to paragraph 1,
State parties should respect the existing conistital, legislative or judicial safeguards and each
country’s national and international conditiong;liming those enshrined in both the ECHR (and its
jurisprudence, as well as the CoE’s laws for itsspi&@hd the 1966 UN Covenant on Civil and Political
Rights!®? As for common standards and minimum safeguardsgpaph 2 lists: judicial or otherwise
independent supervision; grounds to justify theliappon of the measures; limitation of the scopd a
duration of the powers and procedures employed. ddtermination of the precise content of these
provisions is left to the States, together with tight of self-incrimination, legal privileges artde
specificity of individuals and places. In additi(paragraph 3), states must consider the impadaidf s
powers and procedures upon the rights, resporgbiind legitimate interests of third parties {({iba
the service providers§? to the extent this is consistent with the pubtiteiests, such as minimising
the disruption of consumer services, protectiomffiability for disclosure or measures facilitatitige
disclosure, and the protection of proprietary ies¢s. As put by the Explanatory Memorandum, article
15 adds “certain elements as conditions and safdguthat balance the requirements of law
enforcement with the protection of human rights kimerties.™*

The clause has been criticised by the WP29, asagyivand data protection are not adequately
protected in the Convention, whose confusing amgligawording contrasts with the CoE’s long-
standing tradition of respect of human rights. éleil5 suggests that human rights shall be pratecte
only when it is due, and only to adequateextent. The text of the Convention refers sevimas to

the expression “law and other measures,” also wdddressing conditions and safeguards; yet, in
order to limit human rights, appropriate instrunse(ite. laws) have to be enacted. The Cybercrime
Convention does not enjoin State parties that atenembers of the CoE to introduce safeguards and
conditions to which CoE MSs are bound by meangsseveral treaties, such as the ECHR. For
instance, while reference to Convention 108 on getdgection was inserted in the Preamble, sigrting i
was not made mandatory for state parties that arenambers of the CoE. There could therefore be a
clash for the EU MSs, which are bound to Conventl®8 and Directive 95/46/EC (sometimes
extended to the third pillar), between said lawd #me text of the Convention. For instance, the
provisions on traffic data do not allow a refusélco-operation on the basis of data protection.
Signatories that are not members of the CoE emeyénefits of the free co-operation allowed by the
Convention, without committing themselves to enfagcstrict conditions and safeguards to the
human rights affected, once the data have beeiveec&

Human rights advocacy groups such as EPIC and @rilrsternational have argued that the US’
participation to the drafting may have indeed a#dwthe watering down of guarantees to human
rights, and in particular privacy and data protect{but not freedom of expression, which in fact
forms part of an additional protocol), to take glaas well as the surreptitiousness of the witks.

182 United Nations, International Covenant on Civil &walitical Rights, New York, 16 December 1966.

183 A service provider is an entity, in a broad serdlewing users to communicate via a computer sysiethat processes
or stores computer data on behalf of the aforeroead provider or user.

Id.
185 Article 29 Data Protection Working Party, WP 41.
186 Access to the travaux préparatoires has not besmegl to me by the CoE to date.
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Indeed, the text was rendered public only at ith T®aft, thus excludinde factothe contributions of
other stakeholders. As a result, the Conventionpeaseived as a text for LEAs by LEA¥ allowing

the exchange of information between LEAs for pugsosot strictly relating to cybercrime, as results
for instance from the combination of articles 18¢hy 19(4)*® In accordance with article 18, which
lays down rules on the production order neededbtaio the disclosure of the preserved data, the
person in possession or control of the stored slavalld submit that data, or information relatingato
specific subscriber/customer in their possessiogomtrol. While the provision does not authorize
parties to compel ISPs to provide information abgnatups of providers for data mining purpo$gs,
article 19 allows State parties to the Conventmempower the competent authorities to compel any
person (i.e. the system administrator) informedualibe functioning of a computer system, or the
measures applied to protect the data therein,ablerthe undertaking of search and seizure.

3.2.2 Substantive law

Mindful of the comments made above, | shall nowys®the substantive law provisions laid down in
chapter Il of the Convention. The chapter aimsraviding minimum standards and consensus in a
technology neutral language for harmonisation psepo All offences must: be significant, i.e. not
petty; done ‘without right’, in that the same actymbe legal if done ‘with right’; and done
‘intentionally’, albeit the threshold for intentiality must be set by means of national laws. Titerda
can go further, or require additional caveats efoiminalisation applies. The provisions are dadd
into four groups, each corresponding to a dedictiied

Title one deals with ‘the core’ of computer relatftences, i.e. offences against the confidenyialit
integrity and availability of computer data andteyss.

Article 2 criminalises illegal access, by any mednsindividuals or organisations, to a part or eho

of a computer system (if a system is public, themngo absence of right). This can be simply hacking
cracking or computer trespass, and can result ipediments, alteration, destruction, breach of
information confidentiality or other secrecy, thieading to other forms of criminal action. A
computer system, pursuant to article 1 (a), encesgsany device (hardware or software) or group of
interconnected devices performing processing o& @acording to a program (a set of instructions)
automatically, i.e. without human intervention. Tdeta are to be exchanged over the network. The
definition is not marginal, since last year a Cowmrtthe Netherlands ruled that breaking into an
encrypted wi-fi network was legal, because accessgained through a router, which fails to meet the
Dutch definition of compute®® According to the Court, routers process and tengéta, but do not
store them; nevertheless, they are computer ise¢hee of the Convention, whose main feature is the
‘automatic processing of data’. The case is gdiogbe reviewed by the High Court of the
Netherlands. Pursuant to article 4, the applicatibspecific technical tools like cookies or bosyét
which can lead to illegal access, is not considemgddwful per se if their instalment has not been
rejected by the website owner. This provision igipalarly worrying today, as most cyber-attacks ar
allowed by botnets, and building a bot requiresctommit the crime identified by article 4.
Furthermore, the use of cookies for the purposebebiavioural advertising is rarely visible, and
therefore consensual. Since white-hat hacking (ghdhe probing of a system or program to discover

187 Brenner,The Council of Europe’s Convention on Cyberctime
188, .

Ibid.
189 Cybercrime Conventiorxplanatory Memorandunp. 31.

190) oek Essers, “Dutch Court Rules WiFi Hacking IsiNioegal”, Pcworld.com 18 March 2011and EDRi-gram, N. 9.6, 23
March 2011.

91 That is, the distributed network of virtually kiaoped private personal computers (zombies) by oami

organizations/individuals used to perpetrate lacpge cyber-attacks. Porceddd@ransatlantic Approaches to
CybersecuritySee alssupra note 106, p. 22.
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vulnerabilities and fix them), could be consideasdoffence in the terms of this provision, the tnaf
allow states to introduce additional requiremerdgsattach criminality. Yet, certain states may
criminalise it nonetheless, thus undermining onehef most effective ways to avoid the so-called
‘zero day exploits attack®?

Article 3 criminalises illegally intercepting, i.distening, monitoring, surveillance or procurirgy
technical means (any computer systems or electeanvesdropping/tapping devices, fixed or wireless,
by recording or using softwares/codes/passwordshpater data not publicly transmittétito, from

or within a (single, two, etc.) computer systentluding electromagnetic emissions (radiations) from
a PC carrying computer data. Indeed, exploitingtedemagnetic pulses can be used to perpetrate an
offence physically®* While the emissions are not considered data, theylead to reconstructing the
data, whereas radio transmissions eavesdroppimginadisation is excluded. As clarified by the
Explanatory Memorandum, the objective is to protie right to privacy of any electronic data
communications pursuant to article 8 ECHR. HoweWrFi connections are established by means of
radio waves, often unencrypted. In 2010, ruling am intellectual property lawsuit, the Federal
Supreme Court in Germany fined a man for failingproperly ensure his Wi-Fi network. As a
consequence of his negligence, a third party wistabdownload a song and share it illegally on the
Internet. A similar case in Denmark led to an ofieodecision® The question is going to gain
increasing importance in relation to the Google&tiView affair. According to a recent reptftthe
company has run for four years a scheme to cadleanuch personal information from household’s
Wi-Fi connections as possible, in what has beenbedbthe “single greatest privacy breach in
history.”™®” Google Street cars stole the 600 GB of data ifjucmtion with their mapping of world’s
cities, alongside capturing images of each stieata includedjnter alia, email login information,
email conversations, passwords, URLs of visitedsiteb etc. In 2011, CNIL, the French DPA, fined
Google € 100.000 for its the massive interceptibpessonal data® investigations are now bound to
be resumed in the EX? and the ensuing cases may lead to interestinglusions, regardless the
infrastructure used for the connection.

Article 4 on data interference grants protectionstored computer data (or programs), akin to
corporeal objects, against intentional damage, ridestion, deletion, suppression and alteration.
Damaging and deterioration refer to the negativaifization of the integrity or of information
content of data programmes; deletion means therudtisih of objects, which makes them
unrecognisable; suppression denotes unavailahilitthe data to the user, or the data carrier
containing it; finally, alteration stands for mddition. This provision covers virus8s and
malwaré® in general, including root-kit¥ and Trojan horses, i.e. malicious software usethke

192 Those attacks that exploit undiscovered bugsfinvaoe, from which comes the importance of testing.

193 The data itself can be public, but the users maptvio communicate it privately. This includes commications of

employees, as in ECHR Judgement in Halford v. UK,c28&lune 1997, 20605/92.
194 EMPS, bursts of high-energy radiation destroylmg¢hips of affected PCs caused by a remote cytaakat

195 See at European Digital Rights (EDRI) “German Sugré&ourt Fines Owner Of Open WiFi Network”, Edri-gra22
May 2010.

Charles Arthur, “Google’s problem is that it nowibees itself above others — even governme@tjardian.co.uk1l May
2012; David Streitfeld and Kevin J. O'Brien, “Good®eivacy Inquiries get little cooperationNytimes.com22 May
2012.

197 Asher Moses, “ ‘Petulant’ Conroy accuses Googlsiafle greatest privacy breachSmh.com.auMay 25, 2010.

196

19 commission Nationale de I'Informatique et des Libsr(CNIL), “Google Street View : CNIL pronouncesiaef of
100,000 Euros”, 21 March 2011.

199 K evin O'Brien, “European Regulators to reopen Go@jleet View inquiries,Nytimes.coml May 2012.
200 Cybercrime ConventiorExplanatory Memorandunpar. 61.

201 The difference between worms (self-spreadingandes (requiting user intervention) is blurriagd the term malware

is being used instead. House of Lords, “Personatiiet Security.”
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possession of a computer and create a botnetd8ets could be intentional and with right in calse o
design and commercial practices, such as testingeoonfiguring an operating system which
automatically disables previous software. As focrgption (which enables anonymity or protects
content), it is considered legitimate for privaayrposes. However, its abuses, such as altering the
packet header information to mislead the origin tbé communication (which is crucial for
anonymity), can be considered unlawful. Statesaggoty a reserve of serious harm.

Article 5 on system interference protects the laegtdrest of operators and users to have a system
functioning properly. It forbids serious hinderin§a computer system — that is, serious interfexenc
through inputting, transmitting, damaging, deletinigteriorating altering or suppressing computer
data. This article covers DoS, viruses that slowvrdar prevent the operation of a system, and
programs sending a large amount of mails that bibekability to operate (spamming), which can be
perpetrated by means of a botnet. Testing and figooation, as examples of operational or
commercial practices, are excluded. States maynalefi as an administrative offence. The
abovementioned Stuxnet is covered by both artlasd 5.

Article 6 on misuse of devices addresses the offerio articles 2 and 5 at the source, since
committing them requires the possession of some &irhacker tools, or means of access available on
the black market® It prohibits the production, sale, procurement fmre, import, distribution
(forwarding to others) or making available of (ptar devices online, including hyperlinks or
compilation of hyperlinks): a device (also compytensgram, such as viruses or programs that allow
access to take place) designed or adapted primiilcommitting the offences in 2-5 (dual-use
devices are explicitly excluded); a computer pasdwaccess code, or similar data allowing to access
whole or part of a computer system to commit anythef crimes from 2-5; possessing one, or a
number (subject to states’ decisions), of the abtaras for committing any of the offences above.
The above does not cover testing (cracking devittesprotection, counter-attacks against computer
systems and network analysis devices. States nagiedaot to apply these provisions, provided they
criminalise selling, distributing and making avaika of computer passwords, access code and similar
data.

Title 2 refers to computer-related offences, whiabcording to the drafters, “play a greater role in
practice.?®* Article 7 on computer-related forgery establishesoffence akin to tangible documents
forgery, since the manipulation of electronic dgtablic or private document) with evidentiary value
(legal effects) may have the same consequencesslaading a third party. The article outlaws “the
(unauthorized) input, alteration (modification),leteon (removal) or suppression (concealment) of
computer data” so that data is inauthentic (rafgras a minimum to the issuer of the data), but wit
the objective of making it seem authentic for legaiposes (referring to legal transactions andlligga
relevant documents), independently from the faat the data is readable and intelligible. Stateg ma
require the condition of dishonest intent.

Article 8 proscribes “any undue manipulation in twurse of data processing with the intention to
effect an illegal transfer of property”. The prawiss covers credit card fraud and frauds “to assets
represented or administered in computer systéfndhere must be the “fraudulent and dishonest”
intentionality to cause an economic benefit forsatieor another person, with a corresponding ldss o
property (in the form of tangibles, intangibles andney) to another one (i.e., a zero-sum outcome).
The use of ‘bots’ to collect commercial data anthpare prices, which may cause advantage to some
and disadvantage to others, is not criminalisedn@gder-related fraud must be done either via the
input, alteration, deletion or suppression of cotapdata (as in previous articles, but referrethto

(Contd.)
202

A piece of malware very well hidden in the opergtsystem.
203 o addressed by CoE ETS N. 178 and Directive 9B84and also the 1929 Geneva Convention on Courtiedgei
204
Id., par. 35.
2O‘E’Id., par. 86.
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object in question, such as hardware manipulatiacts, affecting recording or flow of data, etcy; o
any interference with the functioning of a pc sys{¢o supplement the above).

Title 3 only deals with a specific content-relaiedue: offences related to child pornography. This
provision outlaws: producing (to combat the dangdr¢heir source); offering (soliciting others) or
making available (creating websites or hyperlinksvebsites); distributing (active dissemination) or
transmitting (sending material); procuring for oglé®r another person (actively obtaining, i.e. by
downloading it); and possessing (since it stimsladlemand) child pornography, namely (realistic
images representing) a minor (proper child), a mer@d a minor, a person appearing as a minor in
sexually explicit conduct (oral/anal/genital contamr representation of the genital, bestiality,
masturbation, sadistic or masochistic abuse), tiir@ucomputer system. ‘Minor’ has to be intended in
the sense of sexual object and not of consentefeuad intercourse. States may reserve not to apply
the procuring for oneself and others of child pgnaphy and exclude (unrealistic images) of a person
appearing as a minor engaged in sexually explmndact as child pornography. Liability does not
attach when providers act as ‘mere conduit’, andlioa, scientific and artistic purposes are
considered legal. In addition, if the person inealappears not to be a minor, criminal liabilityedo
not apply (the article takes into account the righprivacy and freedom of thought and expression).

Finally, title 4 covers offences related to inframgents of copyright, which seem the most common
form of crime, and related or neighbouring rightgerary, photographic, musical, audio-visual etc.

works are covered by the article, provided that pleesons qualify as right holders. Patents and
trademark-related violations are not included asythare addressed by other instruments.
Criminalisation covers infringement (as defineddach state) of copyright and neighbouring rights
(those covered by the copyright), when the actglane wilfully, on a commercial scale, by means of
a computer system. In any case, criminal law defem@pply when actions are done with right. States
may limit responsibility under this article, if @hremedies (civil or administrative measures) are
available and the reservations do not impact negjgton relevant international obligatioffs.

Article 11 (Title 5), outlaws aiding and abettingnd even the attempt to commit the offences
identified in the Convention. It clarifies that theere conduit by service providers of maliciousecod
or harmful content data cannot constitute a criamg, the providers cannot be held liable, nor aeg th
obliged to actively monitor the content of the hmit to spot criminal activities. Nonetheless, the
article is subject to reservations to whole or i, to allow the widest ratification possiblgiven

the disagreement on what crimes can be attempbedthe differences in the legal traditions of the
parties.

Article 12 provides states with the possibility @ald’ is used instead of ‘shall’) of introducing
corporate liability, i.e. liability of legal persen(corporations, associations and the like), wteem f
conditions apply: (i) one of the crimes listed hg {Convention occurs; the action was committed (ii)
for the benefit of that legal person and (iii) byatural person who has a leading position within t
legal person; (iv) said person, acting as an inddial or as a representative of the legal persasm, ha
acted on the basis of either (a) a power of reptasen or (b) the authority to take decisions@rt
exercise control.

Liability is further extended when three conditiaagply: (i) the crime is committed by an employee
or agent who is under the control or supervisiotthef natural leading person in paragraph one, i.e.
acting within the scope of the leading personsharity; (ii) the latter fails to supervise or caritan
employee or agent; (iii) and the crime generatesemnefit for the legal person. The failure of
supervising and controlling includes taking appiaigr measures to prevent the crimes, but does not
amount to an obligation to watch the communicatiohgshe employees and, in any case, varies
according to the type of legal person.

206 Namely Article 61 of the TRIPS Agreement.
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Pursuant to Article 13, states must introduce sangtthat are effective, proportionate and dissgasi
including the deprivation of liberty for people ambnetary sanctions for legal persons, to enswe th
effectiveness of the Convention.

Similar to the procedural provisions, there areumlper of weaknesses to be discussed. Firstly, the
text — self-confessedly — does not address all darfrpossible crimes (it leaves out theft, extaorfiy
stalking, terrorism, psychological injury inflicip among others) committable by means of a
computer system, without giving an explanation @asvhy only a sub-set of the traditional crimes
committable via a computer system, specificallydraforgery and child pornography was chosen.

Secondly, no provision explicitly condemns the atin of data protection rulé® While article 3
refers to the protection of privacy (but only iretexplanatory memorandum), and article 5 forbids
spamming (when it causes interference), the praeédaws significantly water down the protection
available. This denies the link existing betweertaie forms of crime and data protection, and is
likely to cause confusion as to which law shouldlgjn the case of certain violations.

Thirdly, one of the purported objectives of theatygge namely to harmonise the laws, not least tdt lim
the creation of cyber havens, is betrayed by twatofa. On the one hand, while the Convention
follows in the tracks of the US legal framewdfkijt does not offer model legislation for countrtes
follow when implementing it. On the other hand, thgbstantive provisions offer states room of
manoeuvre not to impose liability’

Finally, notwithstanding the fact that the draftadmit that the most effective means of preventing
unauthorized access is the introduction and dewadop of effective security measures, the
Convention adopts a traditional approach only, whgrcybercrime is criminalised by means of
national legislation, which sets up tools and pdoces allowing its detection, investigation and
prosecution. Yet, this traditional nation-basedrapph may not work; the Convention disregards the
fact that cyberspace allows individuals to remosstploit any country’s citizerfs? thus overlooking
the problem of attribution. Hence, the Conventimutytappears to be written by LEAs for LEAs, and
it seems better placed to address more traditifoveds of crimes, such as child pornography and
copyright, while failing to address non-traditiof@tms of cybercrime.

3.2.3 The additional Protocol on acts of a raaist @enophobic nature committed through computer
systems

The possibility to criminalise racism and xenoplaobias discussed at length, but its introduction was
refused on freedom of expression grounds. Theretbese acts are treated in a dedicated Protocol,
whose adoption was recommended by the ParliameAssgmbly, and endorsed by the Council of
Ministers. The purpose of this protocol is twofadkist, to harmonise the substantive criminal law i
the fight against racism and xenophobia on therrete by giving common responses to the
developments of the new technologies. Secondlimprove international cooperation in this area of
crime prevention, by taking advantage of the meismas established by the Cybercrime Convention.
The Preamble expresses the need to ensure a [ralagrce between the freedom of expression,

207 Cyber extortion is usually perpetrated via a botieivering a DoS attack, followed by an offer @hsultancy services
to remove the problem; the victims, typically omligambling sites, often prefer to pay the ransothowit reporting.
Sommer and BrowrReducing Cybersecurity Risks

298 Article 29 Data Protection Working Party, WP 41.

209 fact, the Convention was immediately ratifiedthwut needing additional laws, as it was consideself-enforcing.
Brenner, “The Council of Europe’s Convention on Cylierer”

Ibid.
Ibid.
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whose established principles are not affected, thedcontrast to acts of a racist and xenophobic
character as a violation of human rights. To datdmjilds on existing international agreemefifs.

Racist and xenophobic material are defined in larti; and further clarified in the Explanatory
Memorandum to the Protocof

Chapter 2, titled ‘Measures to be taken at theonatilevel,” covers the substantive law issuediraja

to the subject matter of the Protocol, and idesgifiour offences, which, like the ones listed ie th
Convention, must be perpetrated ‘without right’ dimtentionally’ (the exact meaning thereof being
left open to national interpretation), thus exchgdlawful state conduct, common operating business
practices and system design.

Article 3 condemns the dissemination of racist aedophobic material through computer systems. It
refers to the distribution (active dissemination) roaking available (posting or compilation of
hyperlinks) of racist and xenophobic material te gpublic, through a computer system. Private
communications, whose nature is usually notifiedthy intention to deliver the message to a pre-
determined receiver, are excluded, whereas theofisechat room to exchange material could be
deemed public.

Article 5 equally excludes private communicatioAscordingly, racist and xenophobic insults, i.e.
insulting (any expression prejudicing the honourdanity) publicly, through a computer system,
persons or group of persons, for the reason thegt bielong to a group identified by colour, race,
decent, national/ethnic origin or religion, is eatkd.

The private or public nature of the communicatioskes no difference, on the other hand, for racist
and xenophobic motivated threat (article 4). Itgists in threatening (menace) the commission of a
serious criminal offence as determined in domdstig, through a computer system, a person or a
group of persons only on the basis of their belegdb a group identified by colour, race, descent,
national/ethnic origin or religion.

Article 6 on denial, gross minimisation, approval jostification of genocide or crimes against

humanity mirrors article 3. It forbids the distrting or making available through a computer system
to the public, material which denies, grossly misies, approves or justifies genocides or crimes
against humanity, as recognised by the specialintals instituted to address them (and not only
limited to Nazi crimes). The provision applies ateofuture crimes against humanity, provided that
the party signing the Protocol recognises the aesteblishing them.

Finally, article 7 criminalises aiding and abetting the offences above. Differently from the
Convention, the attempt to commit the crimes irehisrnot criminalised. More strikingly, though,
articles 3, 5 and 6 allow substantive reservatiangl, in particular the right not to apply them artp

or in whole, on grounds that the conduct has td teaserious hatred, violence, or great distresthi®
victim (articles 3, 5 and 6), or the state lacke #ffective remedies because of the established
principles of its legal system concerning freeddraxpression (article 3).

22 por instance, the ECHR and its Protocol n. 12, hediN Convention on the Elimination of all FormsDi§crimination
(1965). See Morten Kjaerum, “Combating Racial and fedldiscrimination,” ininternational Protection of Human
Rights: A textbogked. Catarina Krause and Martin Scheinin (Turkuo A2009).

They refer to any material, in any format whiclm &g stored, processed and transmitted by meamsahputer system,
which leads to either advocating (plea in favouy, pfomoting (encourage), or inciting (urge), bdtatred (intense
dislike or enmity), discrimination (a different wistified treatment given to somebody or a grouglgadtn the basis of
certain characteristics, to which the classical EQeRR applies) and violence (unlawful use of for&)ch actions have
to be directed against an individual or a groupe@dple, based on race, colour, descent (descefrdimgpeople having
certain race or colour; which is different from &dbcoorigin), national or ethnic group (regardledstire actual legal
possession of a certain nationality), and religioonviction and beliefs) when it is used as a pteter any of these
factors.

213
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Chapter 3, article 8 establishes the relationstiip the Convention, and in particular the applicafi
mutatis mutandisof articles 1, 12, 13, 22, 41, 44, 45 and 46 hkd Convention. The scope of
application of articles 14 to 21, and 23 to 25, barextended to articles 2 to 7 of the Protocol.

3.3 The Council Framework Decision on Attacks against Information Systems and the Proposal for
a New Directive

3.3.1 The Council Framework Decision on Attacksimsfdnformation Systems

The Council Framework Decision on Attacks again&imation Systems was adopted with a view to
pursuing cooperation between the competent auig®rih the area, by means of approximating
criminal substantive law beyond the Cybercrime Gumtion and the work carried out by the G8, as
recalled in section 2.3.3. The Council FrameworlciBien’'s comprehensive approach was clearly
inspired by the documents referred to therein. itionale for its adoption was the evidence of the
increasing attacks against information systemsa ggarticular expression of organised crime or
terrorism. There are both similarities and differes) between the Council Framework Decision and
the Cybercrime Convention.

As for similarities, criminalisation attaches torteén conducts only when committed without right,

meaning that the access or interference must behited by national law, or without authorization,

and intentionally. Article 2 on illegal access tformation systems, article 3 on illegal system
interference and article 4 on illegal data intexfexe mirror articles 2, 5 and 4 of the Cybercrime
Convention respectively. Moreover, criminalisataitaches to cases that are not minor, with a view t
avoid over-criminalisation.

As for differences, the Framework Decision lays dothat authorised testing or protection of
information systems cannot be criminalised. Artigleriminalises instigation of, aiding and abetting
as well as attempting to commit the offences iitiag 2 to 4, without any reservations (apart fitbe
attempt to commit the offence in article 2, i.éedhl access to information systems). In addition,
article 6 addresses penalties, which must be eféegbroportional and dissuasive, and amount to a
maximum of 3 years of imprisonment. Two aggravatngumstances are established, leading to
more severe penalties (article 7), namely whenattteon is committed within the framework of a
criminal organisation, and if the action has causedous damage or affected essential interests.
Furthermore, article 8 envisages an obligation M®s to introduce liability for legal persons, in
parallel to criminal liability against natural pers, for the same reasons established by articlef 12
the Cybercrime Convention. Accordingly, article $tablishes the penalties for legal persons held
liable pursuant to article 8(1). Article 10 addesssrules to establish jurisdiction and govern
extradition. Finally, article 11 regulates the exape of information, clearly referring to the respef
data protection rules, namely Convention 108, asfidd in the Preamble.

The rationale for repealing the Framework Decismillustrated in the report on its implementation,
published in July 2008, which highlighted two prabls. Firstly, the implementation was not
complete, (the deadline being the March 2G87%econdly, new threats had emerged, such as large-
scale attacks, namely “those attacks that canrelibecarried out with the use of tools affecting
significant numbers of information systems (commljteor attacks that cause considerable damage,
e.g. in terms of disrupted system services, firmst, loss of personal data, efc’and botnets.
The text, therefore, approximated the laws to @dichextent, and did not take into sufficient aatou
the gravity of the crimes.

4 The following states have not taken any actioratals the Decision: Cyprus, Ireland, Greece, Italgy&kia and the UK.

215 European Commission, COM (2009) 149 final, p. 3.
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3.3.2 The ‘Proposal for a Directive on Attacks againformation System&?®

There was therefore consensus towards overhatimdgCbuncil Framework Decision, to introduce
common provisions “to prevent such attacks and avpiEuropean criminal justice cooperation in the
field” (article 1), based on the growing criticainiction for the public or the private sector perfed

by information systems, which are suffering incihegly sophisticated attacks by organised crime,
terrorism, and even politically motivated actiGhsThe proposal intends to further harmonize laws
and establish penalties, address the lack of riegoand the fact that not all MS had signed the
Cybercrime Convention, to which the EU is not anaigry. Content-wise, the proposal partly builds
on the Decision and partly innovates.

As for the parts building on the Decision (and #here on the Cybercrime Convention)
criminalisation attaches only to cases committeéenitionally, and which are not ‘minor’ (although
abstractocriminalisation would attach). In addition, thefid#ions (article 2) and a number of articles
remain unvaried, namely: illegal access to inforamatsystems (article 3, but without reservation)
illegal system interference (article 4), illegatalanterference (article 5), aiding and abettingi¢ke

8), liability of legal persons (article 11) and péies on legal persons (article 12). Penaltietic{ar9)
are redefined and increased. Moreover, “committihg crime against a critical infrastructure
information system” is added as an aggravatingioistance (article 9 or 16}

As for innovations, the proposal includes the offerof illegal interception (article 6), namely the
intentional “interception by technical means, oh#mublic transmissions of computer data to, from or
within an information system, including electromagio emissions from an information system
carrying such computer data.” Then, article 7 gritki“the production, sale, procurement for use,
import, possession, distribution or otherwise mgkaivailable: A) a computer program, designed or
adapted primarily for the purpose of committing awfythe offences in 3-6 and B) a computer
password, access code or similar data”. Furthernatecle 14 provides that, “for the purpose of
exchanging information relating to the offences, 345s shall make use of the existing network of
operational contact points” established by the 6@ lay the Convention. It is interesting to notettha
the phrase “in accordance with data protectionsful@hich was included in the previous version, has
been removed. The Preamble clarifies that perstatal collected in the course of actions pursuant to
the Directive should be handled according to Cdufreimework Decision 2008/977/JHA, apart from
those falling within the scope of Regulation 45/200he reference is legally correct, but probably
will be out-dated by the revision of Directive 96/EC, as | will address in section 4.4.

216 European Commission, COM (2010) 517 final; Couritibposal for a Directive of the European Parliamand of the
Council on Attacks against Information Systems, agip Council Framework Decision 2005/222/JHKL566/11,
Brussels, 15 June 2011.

217 Motivations have evolved over time. At the begiithe average perpetrator was the lonely tectysdesiring to
attract the attention for various reasons, frongmistiement as in the case of the Love bug, thrdughg hired (the
Gorshov case) and earning the fame before the -@dmmunity, to testing the system, as is the cdgheowhite-hat
hackers. Yet, the profile seems to have evolvaguhinallel with the possible monetary gains. It seéimas cybercrime has
attracted the attention of organized crime, sucR@ssian Mafia, which has become refined in the m¢ag managing
different languages) and scale. A proper crimindustry producing malware seems to be emergingshwm@duces the
marginal costs and increases the benefits of thplgwf crime. For instance, botnets can be boyfgintas cheaply as
$0.04 per member bot in 2008) and easily managethat even people with limited technical knowledge create and
use botnets. In addition, criminals often join fsc for instance, the US mafia cooperates withRbesian criminal
gangs and rogue ISPs to extort online gambling sted produce child pornography. Sommer and BrdReducing
Systemic Cybersecurity Risks

218 Also, the reference to the definition of organisetne is updated, as defined by the Council FranmkeviXecision

2008/841/JHA; Framework Decision 2009/948/JHA oe firevention and settlement of conflict of jurigain in
criminal proceedings becomes the base for coolidmatosecution; and the rules on jurisdictioni¢éet13) are slightly
modified.

40



Data Protection and the Prevention of Cybercrime

However, these three articles do not properly imt@yvin that they are taken from the Cybercrime
Convention. The only original addition is articl&, Wwhich provides for the establishment of “a syste
in place for (the) recording, production and pransof statistical data”. The rationale, as cladfiin
recital 12, is to have a better picture of theatitn, in order to help Europol or ENISA assess the
extent of cybercrime and network information segun Europe.

The content of the Decision is likely bound to ap@nbut appraising it is already possible. WHike t
Decision clearly builds on the Cybercrime Convemtib addresses (some of) its shortcomings in five
respects. First of all, states are explicitly disemed from adding additional conditions to the
provisions, thus aiming at a higher level of harimation?® Secondly, the collection of statistical
evidence becomes mandatory, which will certainigtdbute to a better understanding of the problem
and, hopefully, to better policies. Thirdly, it dixjtly criminalises the use of botnets. Fourthind
very importantly, it only deals with non-traditidneybercrimes. Finally, the text addresses the fact
that large-scale attacks are essentially the sgmestof crime on a bigger scale, and marks the
difference in terms of gravity of the penalty.

The Explanatory Memorandum to the proposal clariffeat the text is compliant and consistent with
“EU policies on combating organised crime, incregsithe resilience of computer networks,
protecting CIl and data protection. The objectiva® also consistent with the Safer Internet
Programme which was set up to promote safer uieedhternet and new online technologies, and to
combat illegal conten™® In accordance with the three-pronged approachCtramunication recalls
that botnets are prohibited under privacy and dataection rules (e-privacy), as well as the
interception of communications on public commuriaa services without the consent of the
user/legal authorization, and that national adriative agencies are cooperating under the European
contact network of Spam authorities. Furthermoeeital 16 declares that the Directive “respects the
fundamental rights and observes the principlesgeised in particular by the EUCFR, including the
protection of personal data, freedom of expressamd information, the right to a fair trial,
presumption of innocence and the rights of the mafe as well as the principles of legality and
proportionality of criminal offences and penalties.

However, there are a number of weaknesses. Therefdyence to data protection is contained in
recital 15, whereby the personal data processdideircontext of the implementation of the Directive
should be protected in accordance with the ruléd town in Council Framework Decision
2008/977/JHA, which has many shortcomings as adddesn section 4.4.7, and Regulation
45/2011/EC. The reference to data protection rirearticle 14 has been removed. Moreover, the
Preamble does not recall the three-pronged appraachust the fact that loss of personal datadoul
represent a serious damage in certain MSs (r&jitaéhctually, the very reference to the Cybercrime
Convention contradicts such connection to the tpreaged approach, due to the shortcomings
relating to its procedural law and the particulangideration of human rights. Indeed, the firsftdsa
closer to the Cybercrime Convention than the Denisas far as privacy and data protection are
concerned, in that it only recognises such righthé Preamble.

Finally, although the proposal’'s purpose is to dmyvn preventive rules, the only prevention is the
deterrence created by harsher penalties. It doeminoduce any technical preventive measure, nor i
envisages means to distribute responsibility anaarigrs different from users (i.e. ISPs and seryices
In other words, the Directive still takes a crinlisation stance, and misses the point of the ingme

of prevention.

219 A interesting question concerns whether the fislieeoopt-out options available to some countriesilgt actually lead to
the creation of data havens.

220 These include the ‘prevention of and fight agaicrétne’, ‘criminal justice’, ‘safer internet,’ th&ritical information

infrastructure initiative,” Framework Decision 2068/JHA on Combating Sexual Exploitation of the Creldand Child
Pornography. European Commission, COM (2010) 609, #hsovember 2010, p. 4.
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3.4 Questions of Definitions

3.4.1 Cybercrime

The legal instruments above try to address thel@molof harmonising definitions. It is now the time
to discuss the conceptual problem in greater deégibercrime is a ‘term of hype’ encompassing the
following:

. Compromising computer systems, by logical meaniwace) such as: key loggéfsor other
spy-ware; viruses and (embedded) malware; root-ké day exploits attack; logic bombs and
Trojan horses. The offence can also take placeigdliys such as exploiting electro-magnetic
pulses.

« Attacking individuals or groups of individuals, leétr for economic or other purposes: identity
theft realized through phishing and pharming legdin financial (bank) frau&?? cyber-
bullying; e-stalking; child pornography; racist axehophobic speech; e-blackmailing; and loss
of confidentiality. Many of these attacks are pémged by means of social engineering. The
user is induced to trust the source of the messiggesontent or both, and to follow the
instructions contained in the message, usuallygaies to provide certain data or to install
malware.

+ Offences to businesses: copyright infringementxteréion; e-espionage; hacktivism by means
of DoS, DDoS or websites defacement; spooffigtata breach to acquire financial information;
and synthetic id frautf* The latest noteworthy case of the former was e data breaches
suffered by Sony in 201%°

. Offences to state: cyber-terrori$fiattacks to the Cll, or the Critical National Irsteucture; e-
espionagé?’ ‘hacktivism®?® by means of Dos or DDoS or websites defacement.

Some of these offences perpetrated in a wider sameaddressed as large-scale cyber-attacks.
Unsurprisingly, therefore, the Convention’s subst@n choice has been criticised, and several

alternative taxonomies have been proposed. Onesding the intention behind cybercrime, and

distinguishes between:

« Targeted (specific tools, often requiring high eafise, against specific targets, with the
objective of doing serious damage) vs. opportunigtiffused, doing individually less damage)
attacks;

« Predatory (the aim is to damage someone or thepepty, leading to some form of wealth
redistribution) vs. market-based (generate newnmga.e. selling drugs onliné}’

221 Software which can detect the keys pressed, ardftire the passwords used.

222 “Money mules”, i.e. fake bank accounts obtainedabgembling fake identities with details of varigeople, are often
used to hide the destination of funds. Sommer aoavBrReducing Systemic Cybersecurity Risks

223
When one masquerades oneself as another person.

224The combination of pieces of different true ideées to obtain a new one. KshetfheGlobal Cybercrime Industpyp. 5.

225 Maria Grazia Porcedd&eviving Privacy: the Opportunity of Cyber-securiBroceedings of the VIII International
Conference on Internet, Law and Politics (IDP 20B2¥celona, forthcoming.

228\t is a controversial term, which needs “to bemed with the same precision as other forms obtést crime. There must
be an intention and a real risk of causing deatkeoious bodily harm among members of the publics p terroristic
intent, either to cause fear among the populatiotoacompel the government to do or not to do sbimgt” Martin
Scheinin in United Nation®eport of the Working Group on Countering the Usthe Internet for Terrorist Purposes
New York: Counter-Terrorism Implementation Task Eof€TITF), 2009.

221 According to Sommer and Brown, e-espionage is afekwn new bottles. To be effective, espionage dagseed being
technologically sophisticated.

228 Hacking (web defacement or DDoS) for politicalgesas, i.e. the case of the Anonymous group.
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The US Department of Justice has developed a titipamderstanding of cybercrime, which has also
been used in the UK, Australia and Canada: i) dmeputer or the networks is a target (true computer
crime); ii) the PC is a tool (facilitated crimej) ithe PC is an incidental aspect of the commissib
the crime (computer supported crime).

Moreover, the 2004 G8 Government and Industry Genfee on High-Tech Crime recommended the
adoption of a threat-focused classificatfdhwhich distinguishes between:

« Computer infrastructure attacks: “Operations toutis deny, degrade, or destroy information
resident in computers and computer networks, ordhmaputers and networks themselves.
Malicious acts, unauthorized access, theft of senMdoS”; and

« Computer assisted threats: “malicious activitieg.(faud, drug, trafficking, money laundering,
infringement to intellectual property rights, chpdrnography, hoaxes, gathering of information,
and illegal copy of dataf®

These taxonomies confirm once more what was poiotédin the policy documents, notably that
cybercrime encompasses both “online” and “offlimglimes, i.e. crimes that would exist only online
(narrow cybercrime), and crimes that exist also tive off-line world (broad cybercrime),
respectively’® It has been argued that drawing a line betweeercstace and the real world could be
risky, because the latter may well suggest useflltisns, in that some ‘off-line’ cybercrimes are
strongly related to the offline world (i.e. cybaillying). Accordingly, the Internet could be tredte
like a public space and informed by the principlatt ‘if it is stupid offline, it is also onlinegnd this
interrelation could be considered in technologisalies® This is why some consider that reaching a
final definition of cybercrime is unrealistic, atitht the term should be understood broadly, in a wa
that emphasises the importance of technology isetraets®* Yet, the fact remains that there are
important features, which such a comprehensiventiein hides. Let us take the following taxonomy,
which distinguishes:

+ The security of ICT systems, including: personalusigy, computer security, network security,
national security, digital identification and autisation, tracking network traffic across borders
and jurisdictions, data protection, intellectuadgerty right protection on digital media; from

+ Safety to people, including: the protection of dfein using the internet and mobile cell-phones;
family/school/community/responsibilities; paedofilcyber-bulling; digital dossier recording
details of an individual’s life; addiction to onéirgames; suicide and self-harm websifés.”

According to the authors of this taxonomy, the wvoups of threats are tackled by two overlapping,
but different ‘communities’, which bear distincticaltures:

“Safety to people has become associated with thieitaes of NGOs, government agencies,
experts, local groups and other stakeholders wipotiey agendas prioritise issues of personal
safety and harm in online worlds, particularly thosoncerning children. [...] An equivalent
cyber-security community has evolved over a longeriod of ICT development, anchored in

(Contd.)

229 Kshetri,The Global Cybercrime Industry

Ibid..

%31 58 Government and Industry Conference on High-T€cime, Report of Workshop 3, “Threat Assessment and
Prevention,” Tokyo, 22-24 May 2001, available attgf/www.mofa.go.jp/policy/i_crime/high_tec/conf03-6.html>
(last accessed on 23 July 2011).

230

232 Clough, “Principles of Cybercrime.”

233 Nash and Peltu, “Rethinking Safety and Security Metworked World.”

234CIough, “Principles of Cybercrime.” Indeed, poliggproaches, including technological choices, arglitoned by local

cultures, where the same terms have different ematimpact and significance (Nash and Peltu, “Ré&thg Safety and
Security in a Networked World").

235 Nash and Peltu, “Rethinking Safety and Security Metworked World,” p. 7.
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more technical, institutional, economic and reguiatconcerns, such as safeguarding network,
business and government infrastructur&s.”

These cultures argue for different measures. Fetamte, the social pressure to counter child
pornography and, to a lesser extent but probablyensdficiently, intellectual property violation,
translates into lobbying hard for the introductafrthe habit of content filtering (that is, the bing of

net neutrality), usually carried out by ISBSISPs already carry out filtering for network setur
purposes, meaning to protect their own network froalware, which is both lawful and welcome
(although critics maintain that this can curb inaten).

Here, the problem is that “in the online environtevhat constitutes content is difficult to recoggni

it's all code, whether it is a virdé® a political speech, or an image with child porrgy.**
Therefore, filtering can be theoretically applient finy purposes, be it good or bad, from malware
detection to surveillance (usually with the suppdrsocial techniques). Moreover, filtering in gesde
can be detected and bypassed, sometimes quitg, easdl is exposed to false positives and negatives.
The application of filters may lead offenders t@ peer-to-peer instead, where content filteringfis
no use, or the dark n&f In order to be effective, filtering should be heg at the end points of any
communication, which means that users should behizrge of the final decision. This seems
unrealistic; while expert users may accomplish tagk well, beginners and unaware users are
generally unable to recognise the risks and takingntermeasures. Unfortunately, the difference
between expert and non-expert users is poorly agddde' This places ISPs in a better position to do
so0?*?ISPs are actually using filtering techniques faffic management purposes.

The issue is, there are several types of filtefiiggach of them accomplishing different kinds of
results, and having different impacts. “Certairpgion techniques involve the monitoring of cohten
of communications, websites visited, emails semt gteived, the time when it takes place, etc.,
enabling filtering of communication§” Content filtering of the type required by antiichi
pornography and pro-intellectual property lobbieguires deep packet inspection, which is extremely
intrusive from the point of view of privacy and daprotection. In particular, it affects the
confidentiality of communications, which is protedt by article 8 ECHR and the related
jurisprudence, articles 7 and 8 of the EUCFR, daseby article 5 of the e-privacy Directi¢/&.This
means that employing the most intrusive types ltdrfng requires a very strong oversight, to avoid
unjustified purpose creep. The problem is thaefiltg is becoming commonplace for a host of
services. A way to counter the practice would bage end-to-end encryption, which is nonetheless a
double-edged sword. On the one hand, it shieldssusgainst several cybercrimes, such as illegal

235 hid.

2" House of LordsPersonal Internet Security

238 This means that filtering can be exercised forecydecurity purposes, which has been criticiseddige as it may lead to

the inhibition of the development of new protocafsl applications.
239 House of LordsPersonal Internet Security. 23.
29 |bid.
241 Nash and Peltu, “Rethinking Safety and Security Metworked World.”

242 ISPs, for instance, are active in the detectiorbathets; an example is the German anti-botnetativie (see at
http://www.oecd.org/dataoecd/42/50/45509383.pdf).

These include: TCP/IP header filtering; TCP/IP eonfiltering; DNS tampering; HTTP proxy filteringpybrid TCP/IP
and HTTP Proxy filtering; denial of service; domaleregistration; and server take down (Steven Ydbtth and Ross
Anderson, Tools and Technology of Internet Filtgrinn Access Denied: The Practice and Policy of Globaérmet
Filtering, edited by Ron Deibert et al. (Cambridge: The MI€<€3r 2008.)).

244 EDPS,Opinion on Net Neutralityp. 2.
22 Ibid

243
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interception, illegal access and fraud, and pretgcivacy and the personal data. On the othes, it i
unwelcome by LEAs, because it could hide crimirzivaty.

Protecting the victims of child pornography is gilenate end, but it is necessary to assess how the
practices used to uncover the culprits are affgdiive prevention and investigation of other typks o
cyber-crimes. Before drawing conclusions, an additi step in the discussion is needed.

3.4.2 Cyber-security or Technical vs. National $g#gommunities

The argument of the existence of two macro comreshtearing different cultures can be integrated
and refined with the idea that further divisionsisexwithin communities. In particular, in the
community addressing the security of ICT systerherd would be a difference between “one,
focusing on individual systems and networks, hasrdots in computer science and engineering
communities; the other, a more recent concern, siguon collective and institutional systems,
reflecting the influence of political and natiorsacurity actors.**® These two communities hold two
definitions of security, bearing different morahichs, and leading to different policy and technglog
outcosgr;;as, namely prevention or punishment. Thisasible, since technology can accommodate any
needs.

The technical community focuses on a broad vanatd individual harms: damage to property,
autonomy, privacy and productivity. Indeed, fronteghnical point of view, security is typically
intended in terms of integrity, confidentiality aadailability of the service, privacy being a subske
confidentiality, which means it is embedded in toacept of technical security (and vice versa, as
shown in the privacy chapter). This community resjfsowith pre-emption reinforcing each node — the
individual. In fact, online crimes (i.e. illegal @&ss, illegal interception, data interference, esyst
interference and misuse of devices) largely depeititer on the fact that individuals’ computer
systems and data lack sufficient protection, siglerecryption, firewalls and antivirus software, run
outdated programmes exposed to bugs and exploithab on users are unaware and vulnerable to
social engineering. Also computer-related forgaerg fraud could be avoided by higher protection of
the individual: if the data, the system, and thewgwnications are protected, the odds of an incident
are reduced. The point is, these are the measnsesireg a high protection of privacy. Logicallyeth
opposite has to be true: by adopting the necessaasures to protect one’s privacy, one’s secsity i
highly ensured. Highly, not completely, becauseepiindividuals play a role at a higher level: the
ISPs providing the networks, which are in chargeheir security, and the businesses offering their
products to the market, products which should bea#s as possible. Yet, in the EU, the security of
the network, and the incentive to apply sufficisaturity, are also part of the privacy framework.

The national security community, on the other hdodyses on collective existential harms, which, in
politics jargon, have been securitized, and propopanishment, reacting with indiscriminate
surveillance”*® Privacy and data protection cannot be seen asnalement to security, but simply as
an obstacle to achieving control. The former mesbalanced with the latter, in what is usually eoze
sum game.

At the moment, there seem to be a shift of corftash the technical community, to the more recent,
institutional and national security-minded one,diag to the securitisation of the issue of cyber-
security’®® This is in line with the findings in section 2@yber-security is increasingly referred to as
a crucial national security issue, and the propasedsures either focus on deterrence or reaction.
Nevertheless, it is necessary to cast a light entéhm cyber-security. This usually refers to tbéqy

246 Nissenbaum, “When Computer Security meets NatiSealrity,” p. 59.
247 Tien, “Architectural Regulation and the Future otf&l Norms.”
248 Nissenbaum, ‘When Computer Security meets NatiSealrity,” p. 59.
249 .

Ibid.
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tackling the security of Cll, whose specificatioras’y from country to country. In the US, which has
an integrated and developed cyber-security pSfitihe term refers to:

“strategy, policy and standards regarding the sgcuwf and operations in cyberspace, and
encompasses the full range of threat reductiomerability reduction, deterrence, international
engagement, incident response, resiliency, andreeg@olicies and activities, including computer
network operations, information assurance, law eiment, diplomacy, military, and intelligence
missions as they relate to the security and statafithe global information and communications
infrastructure ®*

As illustrated in sub-section 2.3.2, informationdacommunications infrastructures are Cll, whose
importance for (CIIP) is clear, due to the sigrafice of Cll for both government and private sector
activities, and their cross-sector interconnectssin€rom this definition it can be inferred that, i
practice, CIIP translates into tackling online @rnow cybercrime as it relates to critical national
services and government, and on a large scal&islfargument is true, the preventive practices for
online cyber-crime should be the same as for Cllis is in line with the idea that cyber-secursy i
an integrated and multi-layered system.

3.4.3 The OECD Guidelines

A good example is offered by the OECD GuidelinesSenurity, which set out the basis for building a
culture of security. The guidelines are addresseall ‘participants’ of information systems and
networks, as each of them is deemed crucial torensecurity. In particular, nine principles are
advanced, which must be considered as a wholeg logiended as complementary.

The first and foremost principle ésvarenessnamely the acknowledgement of the need for sicoii
information systems and networks, as well as kndgdeof the tools needed to enhance security.
Secondly, all participants should beEsponsiblefaccountablé for the security of information systems
and networks, in proportion their roles. In par@cyudevelopers, designers, and suppliers of pitsduc
and services are tasked with providing informaton timely security updates. ThirdlyeSponseto
security incidents, which includes sharing inforimatabout threats and vulnerability, together with
prevention and detection, should be handled tiraaly cooperatively. Fourthlgthicsshould inform
action, in that the pursuit of security should gméhin hand with the respect of the legitimaterages

of those involved. Fifthly, the pursuit of securgliould also go hand in hand with the respect ®f th
core values oflemocracy such as: freedom of thought and expression, flee of information,
confidentiality of information and communicatioriee protection of personal information, openness
and transparency. Sixthlyisk assessments internal and external factors (technology, ptaisand
human factor, policies and third-party implicatipnshould be conducted by all participants.
Seventhly, an essential element of informationesystand networks should becurity,incorporated
throughout thedesign implementatiorand co-ordination phases. For end-users this mefamssing
and configuring the appropriate services. Eighthl\gomprehensive and dynamic approach towards
security managemerghould be pursued, based on risk assessment aoldiing participants at all
levels. It should include prevention, detection aesponse to incidents, systems recovery, on-going
maintenance, review and audit. Finally, a contirrueassessmemf threats and vulnerabilities, based
on the results of the review, should lead to a ghan policies, practices, measures and procedures.

250 PorceddaJransatlantic Approaches to Cybersecurity

2! The White House,President’s Cyberspace Policy Review: Assuring a térusand Resilient Information and
Communications Infrastructur009, p. 12.
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The Guidelines are voluntafy? but their dissemination and adoption is encouragadseen in sub-
section 2.3.2, the Council has recommended thetadopf these Guidelines as a model framework
for the development of EU guidelines.

3.4.4 First hypothesis and first caveat on cybererand cyber-security

This section has hopefully contributed to demonstihe theoretical validity of hypothesis one.
Narrow or online cybercrimes, and broad or offlayercrimes, are profoundly different in terms of
underlying logics. The former essentially relatedata, while the latter incidentally relates tdaga
i.e. the data are a representation of a tangibletsin in the offline world. | believe that compux
related and financial fraud fall in an intermedieétegory, but are closer to online cyber-crimghas
locus of activity is in the online world (i.e. exildng), and they are usually a consequence of warro
cybercrimes. While the investigative and forensichhiques are the same, their impact is radically
different, as online crime is affected by the peoblof attribution. On the other hand, prevention
seems of little use for broad cybercrimes, sineertot of the crime is in the online world, wherédas

is crucial to reduce the impact of narrow cybereriat its root.

Only online or narrow cyber-crime pertains to cybecurity, understood as the policy tackling CIIP.
Nevertheless, the current policy debate is focgssktessively on offline or broad cybercrime, whose
techniques focus on reaction and surveillance, idiguattention away from what is needed most to
tackle cyber-security:

“policing the Internet,as opposed to securing the computers that poputdté may be a
treacherous remedy. Will the government’s moni@timols be any more secure than the network
they are trying to protect? If not, we run the tiskt the surveillance facilities will be subverizd
actually used against the [nation]. The securitgbfgms that plague the Internet may beset the
computers that will do the policing as much as ¢henputers being policed. If the government
expands spying on the Internet without solvinguhderlying computer security problems, we are
courting disaster®*

Moreover, architectural regulation acts asidaccomplj in that it is usually covert or is not noticed
by the average internet user, and affects the ressdior action, making certain acts impossible, an
therefore affecting the exercise of certain rightsn other words, the design of the architecture can
negatively affect the relationship between resajreecial norms and rights. Building on this, for
instance, the deployment of filtering as a defaatting would act as a covert architectural reguat
undermining the social attitude of users towardwapy. CIIP and the prevention of narrow
cybercrimes require exactly the opposite.

Caveat 1: in order to pursue CIIP, a stronger acoenprevention is needed, and therefore a
prevalence of the technical approach, rather thamttional security one. This in particular means
raising all users’ awareness, enhancing their mesipdity to contribute to security. In a number of
cases, this contributes to, and is increased kyptbtection of privacy, whose caveats are goingeto
discussed in the next chapter.

52 presented in 1992, and reviewed in 1997 and il 20@ Guidelines have been adopted as a Recomtmmnadé the
OECD Council on 25 July 2002.

253, . .
Italics mine.

24 Withfiled Diffie and Susan Landau, “Internet Easexpping: A Brave New World of WiretappingScientific American
Magazine(September 2008), p. 4.

255Tien, “Architectural Regulation and the Future oti&l Norms.”
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4. Data Protection and Privacy

4.1 Privacy and Data Protection: A Brief I ntroduction

It is well known that the concept of privacy origied long before the creation of computers; the
seminal article by Brandeis and War@was published at the end of thé"X@entury. The meaning

of privacy has evolved over time, thanks to theutspf crucial sentences and innovative legislation
to reflect the different needs of society, as widéscribed by the classic literature on the suBjéc
The diffusion of ICTs and especially computers temesented the greatest challenge to privacy, and
the evolution of a neighbouring right, that of dameptection (as an expression and evolution of
informational privacy). The definition and scopetloése rights vary according to the legal and $ocia
culture of each country, although there is agreéno@na number of overarching principles, first
expressed as Fair Information Practice PrincigiéBRs)*®

i) collection limitation; ii) openness; iii) accucy; iv) participation; v) security;
vi) accountability; vii) purpose.

The FIPPs have informed the basis of legal instnismeuch as the OECD Guidelines and the CoE
Convention 108.

For the purposes of this discussion, the ‘Secupiiiciple, which reminds that data must be praect
against possible theft and manipulation, is thetmmmifest link between privacy/data protection and
cybercrime prevention, provided the word ‘link’@ppropriate to describe what are, in fact, twoside
of the same coin. Openness and accountability, wgsult in transparency, are also crucial for this
discussion. The former calls for informing citizeaisout existing policies; the latter suggests that
custodian of the data must be held accountable, hfer or her deeds before existing rules.
Citizens/users’ awareness, as well as data cusigdiacountability, are crucial in this area of dap
between privacy and cybercrime prevention. ‘CitsZesers’ and ‘data custodians’ become ‘data
subjects’ and data ‘controllers’ in the EU legalnslation of the FIPPs.

The EU boasts the most comprehensive data prateatid privacy legal framework globally. On
paper, it is certainly very advanced, but whethgplementation keeps up with legal texts is another
thing. Certainly, privacy is not an easy right tefehd in an era when so-called free services are
surreptitiously paid for through personal data, alshhas been indeed dubbed ‘the currency’ of our
times; yet, this does not relieve the legislatamnfrthe responsibility of trying to provide the best
possible rules.

I shall now turn my attention to the rules adoptgadhe EU, to show in more details how privacy and
data protection can be integrated with cyber-sgcard cyber-crime prevention, which rests on two
caveats: updating the legal framework, and adopdiregre-periphery approach to privacy and data
protection.

¢ samuel D. Warren and Louis D. Brandeis, “The Righ®tivacy,”Harvard Law ReviewVol. IV, n° 6 (1890). Actually,
in our times this article can be read with the éenef data protection. Indeed, the event triggeitngnamely the
unauthorized diffusion of private photographs, @ies to the domain of personal data, pursuantaad#finition of the
Data Protection Directive.

251 For some illustrations, see Chapter 1.
258 Newman Protectors of Privacy
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4.2 Privacy and Data Protection in the EU

The EU’s data protection regime’s outline has bdeeply affected by the pillars structure, as two
different regimes were established for the firstl &hird pillars. The TEU and the TFEU contain
several important innovations, which are likelyrépresent a major transformation in the privacy and
data protection landscape. Nevertheless, untildabislative proposals advanced pursuant to the new
provisions contained in the TFEU are executed,aasnvand data protection will be governed by rules
anachronistically based on pillars, and on an @teainderstanding of the relevant technology, ias th
section aims to prové?

We can think of the data protection and privacymeg as the sum of three levels of legal sources:

« International instruments, which impose obligatiop®n the EU as a whole or its MSs. These
are in turn divided into:

0 Binding instruments: article 17 of the InternatibGavenant on Civil and Political
Rights; Article 8 ECHR, and the subsequent juridpnce of the Strasbourg Court;
the CoE Convention 108 and its Additional Protoadhose detailed provisions
apply to both first and third pillar; and the EUCFR

0 Non-binding instruments and soft law: the 1980 OEGdelines; and the 1991
UN Guidelines;

+ (Former) First pillar instruments:

0 The ‘Data Protection’ Directive 95/46/EC; Regulati45/2001/EC*° and the ‘E-
privacy’ Directive 58/2002/EC with its amendment.

« (Former) Third pillar instruments: the use of dayaLEAs is an exception to the basic principles
of privacy and data protection, which is reguldtgdhree major groups of instruments:

0 “The Convention 108 with its Additional Protocol cathe Recommendation 87
(15): as the first dedicated binding internatioiatrument adopted (with the
exception of the Recommendations), it establishikedrehmark for data protection
in the former third pillar and still applies to thestruments entered into force prior
to the adoption of Council Framework Decision 08/IHA;

0 Council Framework Decision 2008/977/JHA, whose scap limited, in that it
regulates the exchange of data between MS foraddl dxchanges which do not
fall under a particular, or special, regifié;

0 Special regimes regulateih leges specialesuch as those of Europdi®

Eurojust®®® Schengef?* etc.?®> whose benchmark is the Convention 108, its

Additional Protocol and the Recommendatiéif.”

259Porcedda, “Law Enforcement in the Clouds.”
260Regulation 45/2001/EC, OJ L8, 12.1.2001, p. 1-21.

261 fact, although pursuant to article 1 the decisshould also apply to “data exchanged between BéderStates and
authorities or information systems established vttt former title VI of the Treaty on European timi(TEU)” such as
Europol/Eurojust, article 28 limits substantialiys provision.

262 council Decision 2009/371/JHA, OJ L 121, 15.5.200B7—66.
263 Council Decision 2009/426/JHA, OJ L 138, 4.6.20094-32.
264 council Regulation (EU) 542/2010, OJ L 155, 22.6.2G1®3-26.

265 European Commission, COM (2010) 385 final, “Overviginformation Management in the Area of Freedoet8ity
and Justice”, Brussels, July 2010.

266 Porcedda, “Law Enforcement in the Clouds,” p. 2222
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Pursuant to Declaration n° 21 to the Lisbon Tretitgse rules will be valid for at least an addigilon
five years, unless amended or repealed. This isaveyift implementation of the innovations of the
Lisbon Treaty is needed to dramatically simplifg turrent situation.

Firstly, the EU will be able to access the ECHRrdffiore providing a direct connection between the
ECJ and the European Court of Human Rights’ (heze#tie ECtHR) case law. Very importantly, the
EUCFR®’ has become binding and has acquired the same dertiee Treaties — a constitutional-like
force, in that its status is equalled with EU pniyngaw and therefore has the same force. | shall
elaborate on the significance of this innovatiorthe next section, as the EUCFR contains the germs
for the adoption of a core-periphery approach ta geotection and privacy.

Secondly, a new legal base for privacy and datéeption has been introduced, namely article 16
TFEU™® (and article 6 TEU}®® which, following the abolishment of the pillarsistture, applies to
both former first and third pillars. The CFSP slibbé dominated by special rules, pursuant to articl
39 TEU? Article 16 envisages an obligation for the ledistao adopt rules pursuant to it aidin
fact, the Commission has proposed a new framework.

4.3 A Core-Periphery Approach of Data Protection and Privacy (Caveat 2)°"

The new legal status of the EUCFR is crucial, bsedit distinguishes between the right to private
life (article 7) and to data protection (article 8hd provides a refined definition of the latterfact,
articles 7 and 8 represent the latest definitiothefright to respect for private and family lifedadata
protection offered by previous instruments, nanatjcle 8 of the ECHR, the CoE Convention 108,
and the Data Protection Directive. Since theseaunstnts follow a progression, they should be read
and interpreted together. First, Convention 108&rtjerefers to article 8 ECHR, both in the
explanatory report to the Convention and in itsaRriele “Considering that it is desirable to extemel t
safeguards for everyone's rights and fundamergaldbms, and in particular the right to the respect
for privacy, taking account of the increasing flaeross frontiers of personal data undergoing
automatic processing. ” The ECtHR has recalledith&everal judgments? It should also be pointed
out that by means of this reference Convention d@liires a more ample purview than simply data
protection. “...The very essence of the Conventiorespect for human dignity and human freedom.
Under Article 8 of the Convention in particular, @b the notion of personal autonomy is an
important principle underlying the interpretatiohits guarantees, protection is given to the peabkon
sphere of each individual, including the right stadlish details of their identity as individualrhan
beings.?* As a result, a strong link is created betweerritte to private and family life and the right

267 Although it does not create new rights, it offarsomprehensive collection of the fundamental sgitbtected under EU

law. The Treaty of Lisbon: An Impact Assessment. Europ#don Committeel0th Report of Session 2007-2008, 13
March 2008.

28 TEEU, Art. 16.

291EY, Art. 6.

20 7he problem of choosing the appropriate legal lmseeen articles 16 and 39 may arise in the ch#eeaxternal area

of Freedom, Security and Justice. The hardest caagaeed to be solved in court, without any treatiglance. Marise
Cremona, “The Two (or Three) Treaty Solution: ThewWNiegeaty Structure of the EU” iBRuropean Union Law After the
Treaty of Lisboned. Andrea Biondi et al. (Oxford: Oxford UniveysRress 2012).

2" peter Hustinx (EDPS), “Data protection in the tighthe Lisbon Treaty and the Consequences foreRtédRegulations”,
speech delivered at the 11th Conference on Date®ian and Data Security, Berlin, 8.06.2009; Hijmaarsl Scirocco,
“Shortcomings in EU Data Protection.”

212 This section, builds on, and innovates, previoaskvef mine in “Regulatory Challenges.”

2 Eor a detailed analysis of the ECtHR'’s case law,R&ul De Hert and Serge Gutwirth, “Data Protecitiothe Case Law
of Strasbourg and Luxembourg: Constitutionalism atidn,” in Reinventing Data Protection®d. Serge Gutwirth et al.
(Springer, 2009).

274 European Court of Human Rights. Case 28957%istine Goodwin v. United Kingdordudgment, 11.7.2002, par. 90.
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to data protection. Next, recitals (10) and (11Pafective 95/46/EC also establish a strong retatio
vis-a-vis article 8 ECHR and Convention 108 redpebt (thus confirming the strong link between
the two rights). In detail “In detaik—(10) Whereas the object of the national laws orptlogessing of
personal data is to protect fundamental rights faeeldoms, notably the right to privacy, which is
recognized both in Article 8 of the European Corigenfor the Protection of Human Rights and
Fundamental Freedoms and in the general princgdl€ommunity law; whereas, for that reason, the
approximation of those laws must not result in Easgening of the protection they afford but must, o
the contrary, seek to ensure a high level of ptmean the Community.and—(11) Whereas the
principles of the protection of the rights and @teeas of individuals, notably the right to privacy,
which are contained in this Directive, give substato and amplify those contained in the Council of
Europe Convention of 28 January 1981 for the Ptiatewf Individuals with regard to Automatic
Processing of Personal Data.” [...] Finally, since BELUCFR is the latest in a line, the same logio als
applies to it: article 52.3 of the EUCFR reads da far as this EUCFR contains rights which
correspond to rights guaranteed by the Conventmn tifie Protection of Human Rights and
Fundamental Freedoms, the meaning and scope & tiytes shall be the same as those laid down by

the said Convention. This provision shall not preugnion law providing more extensive protection.”
275

Therefore, article 7 and 8 build on, and enricleyjmus definitions.

Article 7 lays dowrt' everyone has the right to respect for his or heafe and family life, home and

communications.” This article is substantially damito article 8 ECHR, the only difference being th

term ‘communications’ instead of ‘correspondenadijch reflects the ample purview of the term, in
line with the jurisprudence developed by the Swasfp and the Luxembourg Courts.

The real innovation is article 8, whose definitr@ads as follows:
“1. Everyone has the right to the protection ofspaal data concerning him or her.

2. Such data must be processed fairly for specfiiggposes and on the basis of the consent of the
person concerned or some other legitimate bagisdaiwn by law. Everyone has the right of
access to data, which has been collected concehniimgr her, and the right to have it rectified.

3. Compliance with these rules shall be subjecbtutrol by an independent authority.”

The new provision on data protection deserves dartiger discussion; in particular, it includes:

“(a) Substantive principles on processing (whichregpond to the substantive principles listed in
article 6 of Directive 95/46/EC):

1. Fairness: to be fair, the processing must o for a legitimate purpose (legitimacy), which
is defined either by the consent of the persorth@nterms of article 6 of Directive 95/46/EC), or
by law (i.e. article 7 of Directive 95/46/EC); 2)ansparent, i.e. the data subject must be
adequately informed (compare article 10 and 1hefirective);

2. Legality: all phases of the processing operatifincluding collection) must be carried out in
accordance with the law, which must be clear léaving no room for ambiguous interpretations,
and foreseeable, i.e. the consequences of eaclsipromust be knowex ante(lawfulness).

3. Purpose limitation: each processing operatiorstnine tied to a specific, limited purpose
(necessity and proportionality). The use of theesaet of data for different purposes constitutes a
new processing, subject to the conditions listelde Tespect of purpose limitation is therefore
crucial to an effective data protection regime.

b) Procedural principles on processing:

4. Substantive rights: the data subject has the dfjaccess to data concerning him or her, and to
rectify them if they are not correct (compare vdtticle 12 of Directive 95/46/EC);

275 Porcedda, “Regulatory Challenges,” p. 38-39.
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c) Control by an independent authority: no righefective if it is not implemented and only the
oversight of an independent authority can ensungptiance with these rules.

Article 8 must be further read in conjunction wiéhticles 51 and 52 of the EUCFR. The former
limits the application of the EUCFR to Union lawhile the latter recognizes that “subject to the
principle of proportionality, limitations may be d® only if they are necessary and genuinely
meet objectives of general interest recognisedhkyltnion or the need to protect the rights and
freedoms of others.” Such interests are thosedligtearticle 8.2 ECHR, or in article 9 of the
Convention 108 or article 13 of Directive 95/46/E@hich include, among others, “(d) the
prevention, investigation, detection and prosecutibcriminal offences, or of breaches of ethics
for regulated professions; [...] (f) a monitoringsjpection or regulatory function connected, even
occasionally, with the exercise of official authgrin cases referred to in (c), (d) and (e); (& th
protection of the data subject or of the rights &arddoms of others.” As a consequence [...], data
processing for police and judicial cooperation sfalinder the scope of the excepti6fis.
Nonetheless, the derogations listed must be prdvide by legislative measures, and therefore
have to respect the parameters established byigting instruments.

Furthermore, article 52.1 of the EUCFR reads aleva “any limitation on the exercise of the
rights and freedoms recognised by this Charter rbasprovided for by law and respect the
essence of those rights and freedoms.” The ECJnfede clear in several judgements that
exceptions must be interpreted restrictively — ay @&xception; therefore (necessary and
proportional pursuant to article 52 of the EUCF&)¢eptions have to fulfil the essence of data
protection?’” as defined by article 8 of the EUCFR: legalityeq@seness and foreseeability
(lawfulness); fairness, legitimacy (consent, butt ramly) transparency; purpose limitation
(proportionality and necessity); recognition of mdbive rights; and independent supervision.
Consequently, LEAs' practices should respect thésteunce of these principles without
jeopardising investigationg”®

It must be pointed out that the question of whatstitutes the “essence” of data protection has not
necessarily been closed by article 8. Further jpies descend from other pieces of legislation.
Indeed, the new legal framework contains innovai@agures, according to four pillars or principéess
proposed by the EU Commissioner for Justice.

The first, which addresses privacy risks onlinghgs right to be forgotten, i.e. the actual witlwdrag

of consent to data processing, whereby “the buafeproof should be on data controllef$®"The
second one is transparency, which implies infornmdiaga subjects in a clear and straight-forward
manner of the data collected, the purpose of thegasing and the possible uses made by third partie
the risks involved in such processing, and to witlhey should complain in case of a breach of their
privacy. The third pillar is ‘privacy by defaultgnd relates to the idea that privacy should be the
default option, instead of making it dependent upbanging cumbersome settings, which requires
considerable operational efféff. The fourth pillar is protection regardless of déaation: “any
company operating in the EU market or any onlinedpct that is targeted at EU consumers must
comply with EU rules.” An overarching pillar, funt&ntal for effectiveness, is enforcement, leading
to strengthening the independence and harmonisengdwers of the EU DPAs.

Still, until a new instrument pursuant to articlé TFEU is adopted, the most comprehensive
definition of privacy and data protection will beetone offered by the EUCFR. Further research and
discussions are needed to determine what principlestitute the essence.

276 Seejnter alia, RodotaElaboratori Elettronici

27" Eor an excellent account of principles derivingnfr@€onvention 108, see De Bussbgta Protection in EU and US
Criminal Cooperation

278 Porcedda, “Regulatory Challenges,” p. 40-41.
279Vivianne Reading, “The Review of the EU Data PratecEramework,” Brussels, 16 March 2011, SPEECH/13./18
20eor an early critique of consent, see Rodota:Bhoratori Elettronici

52



Data Protection and the Prevention of Cybercrime

The objective of this section is to discuss thecept of the ‘essence’ of a right, which is similathe
result of a reinterpretation of Alexy’s theory dght.*** Accordingly, rights would have an inviolable
core sealed in a rule, and a periphery subjectetmigsible limitations, such as those foreseen by
article 8 ECHR, and articles 7 and 8 of the EUCKR, privacy and data protection. This core-
periphery approach to rights lays the basis forindegration of the compliance with the rights to
privacy and data protection and the needs of LEAsnwconducting an investigation and, in a more
general fashion, privacy and security, as oppasélet theories of balancii.

The core-periphery approach, in fact, can leaduitding better rules on data protection as a layere
structure, meaning that the same principle couldatdéressed in different ways according to the
circumstances. For instance, the principles of sea@nd rectification presuppose notification of
processing. Nonetheless, during an investigattda,riot conceivable to inform the data subjedhef
processing beforehand without jeopardising the aiper. Yet, the simple matter of the existencerof a
investigation does not justify the complete enchmaent of the principle of access and rectification.
Therefore, in case of an investigation, the DPAddabde notified instead, and control the correcines
of the data (at the moment, DPAs can access tlzehddd by LEAs on behalf of citizens, but are not
notified). As soon as the data collection exercisases needing to remain secret — i.e. the evidence
has been obtained — the data subject can therfdsengd and exercise his/her rights in full. The sam
exercise may be repeated for each principle contisiif the core (whose specification is outsidehef t
scope of this research). A similar mechanism magrwsaged for the independent control in general.

This is important in general, and for cybercrime agber-security in particular, for two reasonssfi

of all, investigations on cybercrime, whether narrar broad, will happen and, in that case, privacy
and data protection will be perceived as valuespaiing against others, in a situation which “may
require diminishing the satisfaction of some valiesorder to advance the satisfaction of other
values”, with the objective of achieving “the besgerall outcome, i.e., balanced maximisati&fi.For
narrow cybercrime in particular, there could béssit between the preventive and the reactive phase.

In theory, through a core-periphery approach, ggfan be built (i.e. laws can be devised) in such a
way as to include ‘by design’ the exceptions, maitlipiecemealad hocsolutions; this could avoid the
need for balancing in the case of broad cybercramg, of any other crime. Theoretically, a direct
channel could be created between LEAs and DPAR, awtiew to building a co-operative relationship
in the case of investigations, similar to the coapen started by the WP29 and ENISA, which would
be particularly fruitful in the case of cybercrim@/hether this is feasible, though, has to be
demonstrated by further research.

4.4 Updating the Data Protection Provisions: The Test of Cloud Computing (Caveat 3)*

At the beginning of this year, the Commission hasppsed two new instruments pursuant to article
16, namely a ‘Proposal for a Regulation on theqmtion of individuals with regard to the processing
of personal data and on the free movement of sath’,dand ‘Proposal for a Directive on the
protection of individuals with regard to the progieg of personal data by competent authorities for
the purposes of prevention, investigation, detectiw prosecution of criminal offences or the
execution of criminal penalties, and the free mosenof such data’. Both instruments build on the
Commissions’ Communication ‘A comprehensive appnoan personal data protection in the EU,

281 Scheinin, “Terrorism and the Pull of ‘Balancing’'tire Name of Security.”
282 Sartor, “Doing Justice to Rights and Values.”
283 |bid

This section, builds on, and innovates, previooskvof mine, in “Regulatory Challenges” and “Law Erdflement in the
Clouds.”

284
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COM (2010) 609 final’ and implement its ration4fe Notwithstanding the soundness of the main
objectives of the Data Protection Directive, itee protection of fundamental rights and the purstit
the internal market, the Communication acknowledipas the regime needs some corrections, not
only because of the institutional change realisgethk Lisbon Treaty, but also due to more stru¢tura
problems?®®

For instance, DPAs play too marginal a role. Maitianal businesses across the EU have lamented
the legal uncertainty and unfair competition raaglfrom the current level of harmonisation. Intepi

of the existence of tools such as PETs to couhteimicreased risks, and the increasing recognition
their importance, little action is being taken tort assertions into practice, and therefore reduce
risks?®” New technologies, in particular, test data pratect Data collection has grown in
sophistication and surreptitiousness, resulting loss of control of one’s own data, as in the adse
“Internet-based computing whereby software, shaesdurces and information are on remote servers
(‘in the cloud’),”® i.e. cloud computing. Cloud computing is partisiy relevant, because it is
regarded as the future of computing (especiallyannection with the phenomenon of big data). The
new data protection regime must therefore be ‘cloardputing proof’.

The next step is, therefore, to build on existinglgsis of the impact of cloud computing, to apgpeai
the specific proposals advanced. It is understhatidloud computing is not the only challenge tmda
protection and privacy and, therefore, a more cemmpnsive analysis of the new proposal is needed. |
shall give a brief description of cloud computirigefore appraising the Commission’s proposed
changes — as resulting from a combination of COML@ 609 final and the proposed Regulation —
against the challenges they bring about.

4.4.1 A brief description of cloud computing

First of all, cloud computing is not a new techgyloThe virtualisation of computing resources it
entails, meaning the disconnection between hardadesoftware, allowing one single CPU (Central
processing unit) to run several operating systetrtheasame time, thus giving the impression that
several computers are available, was already eehlis the 1960s by IBN® Simply, for some
decades the trend in computing was the opposittheagecrease in prices allowed everybody to afford
a personal computer. Virtualisation was restore@ragmerging effect of the business practices of
firms such as Microsoft, Google and Amazon, as ehrtelogy allowing a reduction in the
management costs of handling all the switches inpeding resources to run services such as Hotmail
and Messenger in the case of MicrodtOnly after these firms realised the potential apitalising

on virtualisation did the cloud become a businessleh and has now ‘conquered’ the hearts and
minds of individual users, businesses of all sizzg] governments, for its ability to increase the
efficiency of their IT infrastructure while cuttirgpsts.

Much like cybercrime, cloud computing is a blurehcept: “cloud computing has been talked about,
blogged about, written about...Nevertheless, confusimains about exactly what it is and when it is

285 European Commission, “A Comprehensive Approach agedpal Data Protection in the European Union.” CQ10)
609 final.

88 Article 29 Working Party and the Working Party Balice and JusticéThe Future of Privacy’: Joint Contribution to the
Consultation of the European Commission on the LEgahework for the Fundamental Right to ProtectioriPefsonal
Data, (WP 168), December 2009.

287 “Overall, many of the representative bodies wittemit that incorporates PETs are convinced ofrbed for PETS, but
benefits are often asserted rather than demongtnatie evidence.” COM (2010) 609, p. 14.

Ibid., p. 2.
2890ECD, Conference “Cloud Computing: Concept, Policy logtions, and Future Trends,” 10 October 2011.
290, .

Ibid.
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useful...”®! ‘The cloud’ means different things for providensers and states. The first ones consider
it as a ‘competitive proposition’, the second oass pay-as-you-go and dynamic utility, and thegthi
ones as eco-systems for innovation. Although séwistnitions exist, | prefer to recall all accegte
characteristics, instead of pitting one definitaayainst the otherS?

Cloud computing rests on the so-called datacerfteslata farms), and clustéts aggregations of
powerful servers where data are stored. Dataceaneduilt in those countries offering the most
advantageous conditions in terms of taxes, elé@gtand cooling costs, and are often dispersed gmon
different countries (and therefore jurisdictionS)nce datacentres require investments in the afler
US $hillions, only a few companies - notably AmazGiwogle, Microsoft and a few others- can afford
such levels of investment. As a result, other coriggmwishing to offer cloud products rent, i.e.
outsource, resources from these vendors; outs@ucain also take place for some of the services they
offer. Outsourcing and the presence among muljipledictions exacerbate the consequences of two
characteristics, namely scalability and elasti@itynamicity).

Cloud computing is scalable, meaning that it canoffered to a potentially unlimited number of
customers. It is also dynamic, or elastic: the weses are provided in higher or lesser amounts
according to the customers’ needs. Such resousresame from different data centres, depending on
the number of services requested, so as to ofeamless service. This has two consequences.

The first one feeds on the system: an ever inangaainount of computing capacity is needed to avoid
service failure — which gives the impression ofriité resources — and reduces the costs of renting
computing capacity, thus making the cloud moreaative to customers and service developers. The
second one is that the data, and eventually tise Which are the building block of the service, are
constantly moved around the datacentres: at arg; time users (and probably also the outsourcess) ar
not able to say where one’s data is. Nor do ther @ ask, as this whole process is hidden fronn the
view: to them, the service appears seanfiéss.

Another consequence is that cloud computing tendset multi-tenant: different entities (whether
firms or people) can subscribe to the same sengndsuse them contemporaneously. Multiple-use is
possible thanks to an ‘insularisation’ of the commpmiresources and storage capacity allocateddio ea
customer, and the use of appropriate programs @puhe distribution of the same product to
different subscribers at the same time. Multi-teryais also referred to as public cloud, as oppdsed
private clouds, which entails dedicated, often desi, datacentres, usually demanded to store
confidential information. The advantage of privateuds, beyond the control of one’s data, is the
ability to exercise more power vis-a-vis the pravidand possibly negotiate the terms and conditions
of use, as opposed to public clouds’ customers hwbén only agree to a pre-packaged solution (not
necessarily advantageous to them). While one miaywhsther resident data centres constitute clouds,
one should note that a private solution overtuites advantages of the proper cloud. Indeed, the
alternative has been to offer hybrid clouds, wherdle bulk of confidential information can be kept
under control by the customer, whole non-sensitigtivities can be carried out through a public
cloud, and consumed according to need.

291 Michael Armbrust et al., “Above the Clouds: A BerkeNiew of Cloud Computing,” Technical Report No. UCBEER
2009-28, February 10, 2009, p. 3.

292 Keniji E. Kushida et al. “Diffusing the Fog: Cloud @puting and Implications for Public Policy” BRIE Wank Paper
197 March 11, 2011.

293«The clusters offer the execution of programs véathigh level of speed.” Gayrel et al. “Cloud CompgtinPorcedda,
“Regulatory Challenges.”

294 Furthermore, “an organization may not know whére tlata they are responsible for is located gebgrally at a
particular time, although this may be more of aidafstructure, than a geographic one.” (Mark Taybal. “Digital
Evidence in Cloud Computing System€pmputer Law and Security Revié®& n® 3 (2010): 304-308).
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The type of services offered by the cloud are Ugwdhssified as ‘infrastructure as a service (}aaS
‘platform as a service’ (PaaS) and ‘software aseavise’ (SaaS). laas refers to the actual
infrastructure, or hardware, i.e. computing resesirand storage capacity. The PaaS refers to alvirtu
operating system, which allows users to deployoit their ends, without having to manage the
underlying infrastructure (i.e. Microsoft Azure @oogle Android).

SaaS encompass the services and contents mosy wit@n to the public: from web-based email,
through to data storage services and instant mieggagcial services, to online streaming services.
While users are lifted from the burden of admimistg the supporting programs (for instance, keeping
them updated), they lose material control of theadia turn, this raises the question of who passes
the data. These services usually — but not alwatarget different audiences. SaaS encompass the
services mostly known to the general public, wher@aaS and laaS are generally directed at
businesses and enterprises. It should also be moa¢dubscribers and end users do not necessarily
coincide (i.e. there can be one subscriber andalewsers).

Since the cloud would not exist without the Interrend its diffusion depends on the skyrocketing
availability of devices allowing to be connectedimd-the-clock, the cloud environment involves also
Internet Access Service Providers and access depiceviders. A turf war seems to have emerged
between these three actors, with the IASPs losurtg and the cloud provider winning. While the
former’'s expansion to other services is strictipiled by regulation, the latter are not hindered by
such limitations and can therefore develop in thenfield?*® Google is supposed to possess the
third-most developed network in the world.

While these last remarks drift from the main disiois, they show that, whatever definition of the
cloud is chosen, its appeal is bound to rise, amdbgbly spark unforeseeable developments and
regulatior?®® | can now analyse how the cloud interacts wittagabtection and privacy legislation,
and evaluate the Commission’s proposals, i.e. COM{2609 and the proposed Regulation.

4.4.2 The definition of personal data

“The definition of personal data laid down by addi@(a) of Directive 95/46/EC marks the division
between data deserving protection or not. As urgrdly the WP28?' the definition excludes, inter
alia, data relating to legal persons and know-hWyinless falling under the restricted cases of
Directive 2002/58/EC (which explicitly mentions thegitimate interest of the subscribers who are
legal persons, as regards articles 12 and 13 aolicitesd communications). This would be the case
for the many enterprises and businesses usingoptataind infrastructure as a service. In principle,
protection under the Directive can be extendecetall persons, and the ECtHR has recognised the
protection of one sphere of privacy to legal pessoh however, only ltaly® Austria and
Luxembourg have indeed extended some of the pomgof the Directive to these subjects.

Additional exceptions are to be found in article)2g§n unstructured data, and in article 3(2) oradat
processed for domestic purposes. The latter is@eantsial, and particularly relevant for cloud-bése
services. In fact, while many popular cloud sersisach as social networks and web-based emails fall

2% The EU Security RoundtablEuropean Cyber Security Conference Shared ThreStsared Solutiosn

296 Peter Mell and Tim Grance, “The NIST Definition Gfoud Computing,” Version 15, July 10, 2009, avd#éaht:
<http://csrc.nist.gov/groups/SNS/cloud-computing/>.

297 Article 29 Data Protection Working Part@pinion N. 4/2007 on the Concept of Personal D& 136), June 2007.
298 Porcedda, “Law Enforcement in the Clouds,” p. 211.
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under the household exception’s umbrella, the Lingtqcase and the WP29 interpretation made clear
that the Directive would apply when data are madglable to a large publi®®* in practice, though,
this will probably be addressed on a case-by-casshb

COM (2010) 609 recognised that the broad and flexdpproach allowed by the concept of personal
data, and the processing permitted by certain tdobies, often meant that “there are numerous cases
where it is not always clear, when implementing Dieective, which approach to take, whether
individuals enjoy data protection rights and whetlata controllers should comply with the
obligations imposed by the Directive.” The Comnussithen recognised that the definition of
sensitive data should have encompassed new casgleserving protection, as indeed laid down by
article 4 of the proposed Regulation (i.e. bionwet@ind genetic data). However, the proposed
Regulation does not protect legal persons’ datgesisonal data are information relating to a data
subject, i.e. a natural person (article 2(a) anyl {this is unfortunate, “since problems concerrtimg
processing of...data can affect both legal and nkapeesons,®*? with the exception of physical,
physiological and mental data. Actually, pursuanbDirective 95/46/EC data protection rules can be
extended to legal persons by the data controlielgrder not to apply two standards to the same
processing. Therefore, if legal persons were adfbédty cybercrime, they could enjoy additional
protection. Hence, the inclusion of data on legakpns in the new text would contribute to making
data protection rules complementary to cybercriabes:

As for the household exception, article 2 of thepgmsed Regulation refer to processing done “without
any gainful interest in the course of exclusivefygmnal or household activity.” The wording chosen
is unlikely to solve all ambiguities connectedhistexception.

4.4.3 Data controller and data processor

As put by the EDPS, “Internet users act as dat&raiters ex article 2(d) of the Directive for thatd
that they upload. However, in most cases [socialoking] processing falls within the household
exception ex article 3(2) of the Directive. At theme time, special networking services are coreider
data controllers insofar as they provide the mdangrocessing user data and provide all the basic
services related to user management (e.g. registrand deletion of accounts¥® Indeed, cloud
computing weakens the distinction between coni®lEnd processor$: “According to both the
Directive and many cloud computing privacy policidge controller would be the user, who in many
cases lacks the technical competence and knowlglgeontrol of the means and purposes) to act as
such. In fact, forms of co-control may exige facto This complicates the attribution of
responsibility,** as well as the availability of protection to citis. “The definition of ‘data
controller’ and ‘data processor’, i.e. the ‘innarcle of data processing’, is very important, as it
allocates responsibilities for effective applicatiaf and compliance with data protection rufésnter
alia, the controller offers an essential critenamen choosing what is the applicable law (artigledd
s/he ensures the enforceability of data protedtights, both proactively (ensuring implementation)
and reactively (ensuring compensation). [...] Thetadler is also in charge of notifying access to
data by LEAs, notification of security breachesd aesponsibility for security and liability. The
identification of the data processor is highly velet, too, in order to ensure the confidentialibyl a

301 Ronald Leenes, ‘Who Controls the CloudRévista de Internet, Derecho y Politig&d 11 (2010).
302 De Azevedo Cunha, “The Concept of Personal Dat£28p.
303 EDPS,Opinion on Privacy By DesigiMarch 2010, p. 14.

304 Article 29 Data Protection Working Part@pinion 1/2010 on the concepts of ‘controller’ aijpdocessor’ (WP 169),
February 2010.

305 Porcedda, “Law Enforcement in the Clouds,” p. 212.

308 peter Hustinx (EDPS), “Data Protection and Cloud pating under EU law” (speech delivered at the Tlirdopean
Cyber Security Awareness Day, Brussels, April 20B83yrel et al. “Cloud Computing.”
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security of processing (articles 16-17), and theliegble law for security of processing, which
depends on whether or not the processor is edtellis the EU" %

The situation is further complicated by the pheneomeof cloud outsourcings, mergers, and by the
sale or transfer of data for profit. “Indeed, espkc because of this grey zone, cloud computing
providers may be using users’ data for profitabéayprocessing activitie$*®

Such legal vacuum brings about insufficient compl& with data protection laws, and generates
unequal powers between individuals and corporatiand between corporations themselves. The new
Chapter IV of the proposed Regulation tackles #gall vacuum, in that it envisages forms of joint
control (articles 24 and 26), thus partially addieg the problem of the exact attribution of thalgy

of ‘controller’ (the proposed definition does natesn to provide help in this respect), and the
problems of outsourcing and data sales.

As for the imbalance of powers, the WP29 suggestédducing persuasive sanctions and the
principle of accountability™® The principle requires adopting policies and tgkappropriate measures
to implement data protection principles (also whemsferring data abroad), and being able to
demonstrate that such appropriate and effectivesumea have been taken (evidence). This could be
done by means of monitoring or conducting intemaérnal audits. It follows that transparency is an
integral element of accountability.

COM (2010) 609 envisaged the application of bothgples. Article 22 of the proposed Regulation
puts into effect the principle of accountability dascribed above. This provision should be read in
conjunction with the new provisions on the prineipf transparency and on consent, which are
analysed in section 4.4.3 below. The Communicadi@uditional suggestion to oblige controllers to
appoint a data protection officer, following theamples of Germany and France, is laid down in
article 35. Whereas the appointment of a DPO igestibo specific provisions, cloud computing seem
to fall within the scope of article 35(c), sinceethrovision of cloud computing services requires th
“regular and systematic monitoring of data subjeciBhis will hopefully ensure the correct
application of data protection rules and offer stasice to individuals. The Commission further
proposed to introduce mechanisms to ensure conegliasth data protection rules, such as promoting
the use of PETS; and Privacy by Design (PbD), which are discusseteraxtensively below.

4.4.4 Applicable law and data transfers

From a data protection standpoint, “in many circtamses the use of cloud computing services will
entail international data transfers. This call® iquestion the validity of the concept of adequdlcg,
helpfulness of the existing rules on data transieic on applicable law, as well as the enforcegbili
of data protection and privacy righté*The issue can be better addressed by dividingictenvices
into two categories (from an EU perspective): manisdictional and trans-jurisdictional cloutfg.

307 Article 29 Data Protection Working Party, (WP 169).

308 Porcedda, “Law Enforcement in the Clouds,” p.212-21

399 hid., p. 213.

310 Article 29 Data Protection Working Party, “OpiniBf2010 on the Principle of Accountability” (WP 173uly 2010.
811 European CommissioRromoting Data Protection by Privacy Enhancing Tealogy (PETS)COM (2007) 228).
312 Porcedda, “Law Enforcement in the Clouds,” p. 214.

313 Roger Clarke and Dan Stavensson, “Privacy and ConrsuRisks in Cloud ComputingComputer Law and Security
Review26 n°4 (2010), 391-397. Porcedda, “Law Enforcenmetite Clouds.”
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In the EU, a cloud is mono-jurisdictional if the conditions laid down by article 4 of Diraet
95/46/EC are satisfied: either the controller isaked within the EU or, it uses equipment located i
the EU for purposes other than those of trarisit.”

The first case is not as simple as it may appeeaiuse, even if the jurisdiction is the same, thekata

is fragmented due to the fact that MSs enactecerdifit e-laws. COM (2010) 609, in line with
previous policy documents® recognised that the room of manoeuvre allowedhénitplementation

of the Directive had resulted in additional costsd aadministrative burdens for the economic
operators. As a result, the goal of ensuring tee flow of personal data within the internal market
had been hindered, and uncertainty for data sub@eated. The new instruments is a Regulation
exactly to favour the highest level of harmonizatithe same rationale applies to the concept of the
‘main establishment’ introduced by article 4(13g. ithe place where the controller takes the “main
decisions as to the purposes, conditions, and mefitise processing of personal data” or, if the
controller is outside the EU, “where the main pssteg activities...take place,” and the place where
the controller has its central administration. Tin@n establishment is relevant to allocate competen
to a Supervisory Authority in the context of a dissy when the controller is established in several
MSs. With a view to increasing legal certainty gmdviding a level playing field for data controlier
COM (2010) 609 suggested a review of the notiftratystem, which is laid down by article 28 of the
proposed Regulation.

As for when the second case, “the ‘equipment’ doteis also likely to raise important issues bessau
of the characteristics of cloud computing. Not onptops, but cookies can be considered
equipment,®® as the WP29 has established. In many cases, clomguting services would save
cookies on the users’ devices, both to facilitaevise use, and to permit behavioural advertising.
Directive 95/46/EC should apply to this type of wwlocomputing services, unless the user has
pre\gtleg]tively blocked theit! The WP29 had already advocated a revision of tless ron applicable
law.

The Commission recognised the need to clarify thesron applicable law and MSs’ responsibility,
explicitly because of globalisation and technolsgseich as cloud computing, which challenge the
implementation of applicable law, thus deprivindadaubjects of their rights. Indeed, article 3o t
proposed Regulation widens the scope of applicatod replaces the ‘equipment’ clause with two
other caveats. The Regulation applies when praugsslates to ‘the offering of good and services to
data subjects in the Union’ and ‘the monitoringtlo¢ir behaviour.” This will apply to most cloud
computing services.

“Although domestic clouds are desirable from a @8 perspective, they are accompanied by the
existence oftrans-jurisdictional clouds which encompass both proper multinational ac{aes
Amazon, Google, Microsoft etc.), which are therefdiaced with the legislation of several
jurisdictions, and clouds based under one jurigaiconly but operating through several data centres
in the world,” which are not based in the EU. [..\While the place of the establishment should not

314 Porcedda, “Law Enforcement in the Clouds,” p. 214.

315 European Commissiod, Digital Agenda for EuropeENISA, Cloud Computing, Benefits, Risks
316 Porcedda, “Law Enforcement in the Clouds,” p. 214.

317See Leenes, “Who Controls the Cloud?”

318 Article 29 Data Protection Working Party, (WP 168).

319 However, computer scientists maintain that doroestbuds would significantly reduce the conveniemfecloud
computing services, which benefit from the dispecsadata centres around the world (and therefonersy different
jurisdictions).
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matter from the standpoint of article 4 of Direeti®5/46/EC?° it may further complicate the problem
of the applicable law in practicé*

The point about trans-jurisdictional clouds is tthegy are based on incessant data transfers otit@de
EU, and therefore trigger the application of thievant articles of Directive 95/46/EC. The data can
be transmitted either if the receiver ensures aveake level of protection (art. 25), or if onettod
exceptions pursuant to article 26 applies, sucthasise of binding corporate rules, exceptions that
must be interpreted restrictivel§’. These rules, though, are based on an old conecepfipoint-to
point’, contract-based transf&r.

While COM (2010) 609 regarded binding corporateesuhs a good answer, besides more extensive
intervention, it recognised the insufficiency ofetlparameters laid down by articles 25 and 26.
Therefore, it intended to clarify and simplify theles for international data transfers. In addition
since articles 25 and 26 ignore non-contractuabiasiins, data transfers between public
administrations are not covered/cannot take placerdingly, and MSs end up using different rules to
assess third states’ level of protection; the feddtion of international agreements may also éntai
different standards for different instruments.

Indeed, data sharing (including that related to émforcement) with third countries that do not pffe
an adequate level of protection, is becoming mammon®** and this is especially true, although
implicit, in the case of cloud computing. Threaterease and acquire a stronger international
character. Therefore, in order to both preventatsrand protect its citizens, the EU tries to ekjter
principles, specifically by means of agreements dnyd leading negotiations on international

standard$?® In line with this ambition, COM(2010) 609 intendex

“continue to promote the development of high legiadl technical standards of data protection in
third countries and at the international levelivstifor the principle of reciprocity of protectian

the international actions of the Union and in matar regarding the data subjects whose data are
exported from the EU to third countries; enhansec@operation, to this end, with third countries
and international organisations, such as the OE@m®, CoE, the UN and other regional
organisations; closely follow up the development iofernational technical standards by
standardisation organisations such as CEN and #&@nsure that they usefully complement the
legal rules and to ensure operational and effedtimglementation of the key data protection
requirements 3

Article 45 of the proposed Regulation translatess throgrammatic statement into rules for
establishing international cooperation with a vigw protecting personal data. More in general,
Chapter V of the proposed Regulation addressesssiue of transfers to third countries and, as an
innovation, to international organization. Artielé adds new burdens to issue decisions of adequacy.
Besides adequacy decisions, transfers will be athwursuant to article 42, by means of binding
corporate rules (further regulated by article 48pndard data protection clauses adopted by the
Commission or a Supervisory authority, contractlalises, and authorization from the supervisor.

320 Leenes, “Who controls the Cloud?”

321 Porcedda, “Law Enforcement in the Clouds,” p. 2Crke and Stavensson, “Privacy and Consumers Risicoind
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323Hustinx, “Data Protection and Cloud Computing.”

324 See, inter alia, the implementing rules of the @idunDecision 2009/371/JHA, available at:
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4.4.5 Consent in the cloud and terms of use

Despite the unlawfulness of processing data wittlveiinformed and free consent of the data subject,
the use of unadvertised cookies, the practice bdiweural advertising, and the phenomenon of

purpose creep (the three often being intertwinae,common practice. Alas, consent in the cloud —as
in other domains — appears a chimera prinéléJsers’ unawareness, and the often unclear and
vexatious terms of service, contributes towards shéate of being.

COM (2010) 609 recognised that the meaning of, rahels relating to, consent are not clear. The
WP29 recommended clarifying in particular the tefmmsambiguous’, to put in place a mechanism
that forces controllers to demonstrate consentyedksas to ensure the quality and accessibilityhef
information, and to address the situation of mirantd those not having legal capacffyArticle 7 of

the proposed Regulation introduces new rules osartnwhereby the controller “bears the burden of
proof for the data subject's consent”, which hade¢ogiven for each specific purpose carried out by
the controller.

Furthermore, appropriate and accessible informasiaf the utmost importance, as it is at the lmdse
consent. Following the acknowledgment of the resoiita Eurobarometer survey, according to which
privacy awareness perception is low among the puBiDM (2010) 609 proposed to raise awareness,
by co-financing dedicated activities, or renderthgm mandatory. The point is especially welcome,
because of the surreptitious character of the daitaction online, and the users’ little awareneks
the privacy (and security) risks entailed.

The state of the art may be worsened by the temmdscanditions proposed by cloud computing
providers; “on most occasions the user does not fzny negotiation power and must accept the
policies as they are. These often include: limifgdany) liability for the integrity of the data;
disrespect of the confidentiality of content; dislers against guaranteed provision/continuityhef t
service; imposed applicable law; and difficult degaovery after termination of services. In addifio
providers engage in different levels of obligatit;m notify users of data disclosure, typically to
LEAs3**As for the latter, the American providers, whicffeo some of the most popular cloud
services, are all subject to the Patriot Act; llwgturn to this point later in this section.

COM (2010) 609 establishes “the requirements thainformation must be easily accessible and easy
to understand, and that clear and plain languagséd,®** which does not seem to be happening in
the online environment, as shown by the Eurobaremirvey. The Communication recognises that
this is detrimental to the understanding of behandb advertising and the use of the Internet by
children. The Commission therefore proposed tornefarticles 10 and 11 of the Directive, as well as
to include a new principle on transparent processiew obligations for data controllers on the type
of information; and modalities to provide and théoption of EU standard forms on privacy
information notices.

Indeed, the proposed Regulation puts into effeetpthinciple of transparency, laid down by articles
5(a) and 11. The latter and mandates the use dilyeaccessible policies” and the provision of

communication written “in intelligible form, usingear plain language.” article 14 further specifies
the elements that must be contained in an infoonmatiotice. As for the protection of particularly

vulnerable data subjects such as children, aidéeys down new rules on consent for children below
the age of 13, which should be provided by thergarer custodians.

327 Rodota Elaboratori Elettronici
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Finally, COM (2010) 609 proposed to strengthenekisting rules on sanctions, study the feasibility
for DPAs and (civil society) associations to brang action before the national courts and, as adutu
action, pursue an active infringement policy. Thenbination of chapter Il on the rights of the data
subject and chapter VIII on liability and sanctiafshe proposed regulation give substance to these
intentions. In particular, article 79 confers posven DPAs to issue administrative sanctions whieh a
“effective proportionate and dissuasive.” Such sans should amount to up to 250 000€ or 0,5% of
its annual worldwide turnover, for those enter@ibeeaching articles 12(1), (2), and (4), namety fo
not providing mechanisms for requests by data stdj@roviding them wrongly, not answering, or
charging a fee to address the request, as set aptible 79(4). In case of violation of the prowiss
relating to the rights of the data subjects prodifle in chapter 1lI, article 79 (5) lays down thhe
fine will be up to 500 000 or 1% of the annual wi@ride turnover. Finally, the sanction can be uf to
000 000 or % of the annual worldwide turnover, aisl I[down by article 79(6), when data are
processedinter alia, (a) without sufficient legal basi and consentspant to articles 6, 7 and 8; (b)
special categories of data disrespecting articlaa®81, (d) or conditions for carrying out profdi
pursuant to article 20.

Finally, article 73(2) of the proposed Regulatioifowas civil societies associations to lodge a
complaint with a supervisory authority on behalfoof or more data subjects whose rights have been
breached.

4.4.6 Data security principle

Data security is a one of the fair information piGs principles (FIPPs) and, consequently, a core
principle of data protection. It “implies two facs) hamely organizational and technical measures,
appropriate to the risks posed by the processinitgc provided these are technically and
economically feasible for the controller or the gessor- if different- which must in turn be chogen

an accurate mannetr:* The obligation to take the appropriate securitasuees follows the data in
every new processing, and applies to any controltgerocessor, including service providers (when
they do not qualify as controlléf§ and LEAs, as provided for by recital 30, articl€sand 22 of the
Council Framework Decision 2008/977/JHA and artitlef the Data Retention Directive.

Security of the data in the cloud is debated. Wihsgmg the cloud allows one to shield oneself from
one’'s own system’s failure, new problems arise, obey the limits posed to security and
confidentiality by the terms of service. Firstadff because clouds store massive amounts of ttetya,
become more attractive to cyber-criminals. The p@irof course crucial for this research. Examples
of ‘data breaches’ abouri®f. In the event of a clouds’ failure, all users’ dat@ lost. “Since it is
difficult to understand what is in a cloud from theatside, users should refrain to think about céoasl

big and secured service§"Observing the appropriate level of data securityespect to the possible
risks would considerably curtail the risk of thee& computer data and infrastructure, an d narrow
cybercrime in general.

The current trend in data security is PBDwhich “refers to the philosophy and approach of
embedding privacy into the design specificationsvarious technologies. This may be achieved by
building the principles of Fair Information Pra&sc(FIPs) into the design, operation and management

331 Porcedda, “Law Enforcement in the Clouds.” P. 219.
332 Article 29 Data Protection Working Party, (WP 168)

333 See, for instance, at http://datalossdb.org/sizgisOne of the most recent ones is the doubl& i@o Sony's players’
servers.

334Bradshaw, “Cloud Computing.”
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CommissionA Digital Agenda for Europe

62



Data Protection and the Prevention of Cybercrime

of information processing technologies and syst¢mkin total, the three areas of application: §fg
technology; (2) business practices; and (3) physieaign.®*® PbD is rarely put into effect in these
three domains, because of a lack of incentivesleasribed in previous sections, and lack of market
demand, usually due the abovementioned lack of evess of users. As for the current legislation,
article 14.3 of the e-Privacy Directive lays dowates on PbD, in that “where required, measures may
adopted to ensure that terminal equipment is coctetd in a way that is compatible with the right of
users to protect and control the use of their peisdata.” The EDPS, though, noted that this
provision has not been implemented, which sugdbatsn order to step up security in cloud services
%37 action is needed as much as rules setting upgheincentives.

An attempt to put forward the necessary regulaitocgntives is the introduction of the notificatioh
data disclosure and security breaches. This ibagl albeit slow, trend. In the US, data breaches
notification, which is mostly seen as a consumeatqation issue under the control of the Federal
Trade Commission, is mandatory for banks at thesrddlevel, and mandatory data breaches
notification laws have been applied in most of 8tates. Several DPAs are starting to monitor the
breaches and, in the absence of pertinent laws imnoduced guidelines for voluntary notification.
In the EU, the reviewed e-Privacy Directive hasrdduced mandatory notification of security
breaches, but only for providers of public electtotommunications services, as recalled in Chapter
2.

Through COM (2010) 609, the Commission announced ithwould initiate preparatory works on
extended data breaches natification by the end0dfL2 The WP29 applauded this intention, and
recommended undertaking the harmonization of taedéwork as soon as possibieln addition, the
Commission explicitly proposed implementing PbDwadl as introducing privacy seals, as a further
contribution to better implementing data protectrafes. It recognised that enforcement depends on
the powers attributed to the dedicated instituti@amsl therefore called for a strengthening of tile r

of DPAs, and an increased coordination of theiiveigs, and as a consequence an improvement of
the WP29.

The proposed Regulation favourably translates ke gf the Communication into provisions. Article
23 introduces the principles of data protectiondegign and by default. Section 2 of chapter IV
includes two provisions on the obligation to notifgta breaches, and envisages security obligations
both for controllers and processors. Article 33ddtices data protection impact assessments, and
article 39 proposes the use of certification andlsseArticle 79(6) on mandates the harshest
administrative sanctions for violations concernimigingements of data security provisions, as \asl|
data security breaches.

As for enforcement, article 64 of the proposed Raggan introduces the Data Protection Board, which
should replace the WP29, and article 53 providasak@nd increased powers to all DPAs, or
Supervisory Authorities, including investigativewsrs to access information and premises. These
authorities should cooperate with each other aadCthimmission, provided that, in case of controllers
or processors established in more than one memnbt, the supervisory authority of the main
establishment of the controller or processor is petent.

This is also very relevant in case of an invesigatnvolving data in the clouds. The cloud
environment challenges the current forensic tearesdn computing® Technical and procedural data

336 CavoukianPrivacy by Design
337EDPS,Opinion on Privacy by Desigipar. 34.

338 Article 29 Data Protection Working PartWorking Document 01/2011 on the Current EU Persdbata Breach
Framework and Recommendations for Future Policy @gveents (WP 184), 5 April 2011.

Challenges vary in case the data are stored irblcpor in a private cloud. Extraction of the da@ems easier in the
private cloud, for it tends to be a circumscribedsystem, as opposed to the dynamic public clow@@ment. In the
latter, seizing the data centres would unjustlydotmpn the other users, and may not lead to amytyes data may only
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security practices would help to preserve the ewde.and/or avoiding further incidents deriving
from negligence of data control (i.e. hacking itite police systems). In addition, “depending on the
kind of investigation, it could be relevant to dete responsibility for (the lack of) security/®

“Likewise, cloud providers also have to establisbcedures to respond to data access requests by
LEAs in case of an investigation, or to DPAS’ infation requests on this point. As for users, cloud
service providers do not often notify users of sxds@as when it is lawful to do so, even if they dezl
they will do so in their privacy policies™

4.4.7 Exceptions to data protection rules: LEA osas

This brings us to the final point: the access as&laf data in the cloud for law enforcement purppse
which calls into question the adequacy of the sgstramework, data transfers abroad and purpose
creep.

When the EU accesses those data, it will be bonimesipect the EU legislation. However, “the current
general data protection legal framework in LEAf1&# adequate. While Europol/Eurojust, lages
specialeshave a very comprehensive data protection sysqemestions of a legal nature arise when
data are handled by MS, the 24/7 contact pointsadetl by the G8 or the Cybercrime Conventidi.”

The cloud does not raise any additional problertsing to data processing in the former third pjlla
besides the well-known ones. COM (2010) 609 ackadgéd the limits of Council Framework
Decision 2008/977/JHA for four reasons. Firstlyplgmg in practice the Decision to cross-border
exchange of personal data within the EU, but notldmestic processing operations in the MS, is
difficult in practice and challenges its implemditta. Secondly, the exceptions to the purpose
limitation principle are too wide. Thirdly, thers no provision whereby different categories of data
should be distinguished in accordance with thegrele of accuracy and reliability. Finally, the fact
that it does not replace the various sector-speddiislative instruments may directly affect the
possibilities for individuals to exercise their a@arotection rights in this area. Therefore, withiew

to establishing a comprehensive and coherent syistene EU and vis-a-vis third countries, it called
for an overhaul of the current rules in the AFShjcly has been in fact proposed, in the form of a
Directive.

The new Directive seemprima facie to offer many improvements. Firstly, the Direetigpplies to
all processing made by any public authority compieter the prevention, investigation, detection or
prosecution of criminal offences or the executidncominal penalties, with the exception of EU
institutions and processing falling outside thepsco@f EU law (article 3). Accordingly, the data
protection rules pertaining to institutions such Egopol, Frontex and Eurojust are unaffected.
Secondly, article 5 introduces a distinction betwelfferent categories of data subjects, which is
novel in data protection law, and article 6 laysvdaules on the different degrees of accuracy and
reliability of personal data. It also lays downesilon profiling and the processing of sensitiva.dan
important innovation is the introduction of bothetlobligation to appoint a data protection offer
(article 30) and, pursuant to article 39, a Sugemyi Authority, which monitors the application bkt
provisions of the proposed Directive. However, giviee high sensitivity of the matter, the finalftira
may change dramatically, and it is therefore tatyda assess this proposal.

Beyond this discussion, there are two problemsstllgjr attributing jurisdiction when data are
processed/providers are established in severdidosa Secondly, the lack of mechanisms to prevent

(Contd.)
be available temporarily. Once they have been eelét will be difficult to prove their existencas they are physically
stored on the PC anymore.

340 Porcedda, “Law Enforcement in the Clouds,” p. 219.
341 Ibid.; see also Bradshaw et al. “Contracts for Céotd
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third states breaching EU data protection standatt=n accessing data in the cloud relating to EU
citizens, whether upon transfer of this data, otéd access.

As for data transfers abroad, when it comes to LE#es general rule is to transfer data only to
countries ensuring an adequate level of protecsahject to very restrictively interpreted excep$io
“However, while ‘in principle’ the Council FrameworDecision 2008/977/JHA respects the idea
(recital 23), in practice both article 13 on tramsfto third states authorities/international bsdiaed
article 26 (without prejudice to existing instrunt®nare very permissivé®® Chapter V of the
proposed Directive seems to follow the same phghgo Then, access to the data may take place
without an explicit data transfer following a dealion of adequacy. Disclosure may be ordered for
law enforcement purposes. The provisions of therid®afict are a case in point. Electronic
surveillance’** for instance for economic espionage, is anotlsér fihis is of course a sensitive point
for all public administrations considering to ‘gmwed’: the provider will have to be chosen carefull

as well as the modalities for the cloud. The ultenawner of a cloud may be a government, which
may therefore have access to all information stérecein*

Finally, purpose creep — i.e. the practice of ‘@dicyg’ the data lawfully collected for a new purpos
without the free and informed consent of the datgext — is an unfortunate reality, which has sgill
over the AFSJ. In fact, LEAs have started demangiegnanent access to data, which have been
collected by the private sector (for commercialpmses), whereas derogation of data protection rules
should be limited in time and scope. Such practiedsch raise serious concerns in terms of the
principle of data quality criteria, have been gnagvin the past few years on the basis of the ‘jplac

of cooperatior™® between law enforcement agents and private corapafir investigation
purposes?’

One of the most well-known cases in the EU is tla¢alRetention Directive, which would not apply
to most cloud computing services as they are 1ISSean in 0. Purpose creep has also an interniationa
dimension, which sparked controversial cases sadhe Society for Worldwide Interbank Financial
Telecommunication (SWIFTf2 which is essentially a “private cloud for finaricgervices.?*® The
‘TFTP Agreement® represents a substantial step in the directichetreation of a domestic cloud,
although it does not realise it completely. In fdfrtom a privacy perspective in cloud computinigg t
location of the control (and effective processiisghore important than that of simple storage.”

The Communication recognises that the rights enstriin article 8(2) of the EUCFR, i.e. data
minimization and effective control of one’s own aaare difficult to exercise online, and are erddrc
differently in different countries. In order to adds this point, it proposed to clarify the “rightbe
forgotten” and to ensure data portability (the jjubty to withdraw ones’ data, such as photos tist

of friends, from an application or service so asramsfer them elsewhere, without the opposition of
the data controllers). Indeed, the former is com@iin article 17 of the proposed Regulation, waere

343 Porcedda, “Law Enforcement in the Clouds,” p. 225.
344 Clarke and Stavenssdrrivacy and Consumers Risk3sayrel et al. “Cloud Computing.”

345 Robert Gellman, “Privacy in the Clouds: Risks to Bei and Confidentiality from Cloud Computing” (papeepeared
for the World Privacy Forum, November 23, 2009).

346Ibid.; Dumortier et al., “La Protection des Données

37 For a detailed analysis of the public-private parships, see Porcedda, “Regulatory Challenges,idde2t

3830e at <https://www.privacyinternational.org/adieuropean-union-privacy-profile>.

349
See:
<http://www.swift.com/about_swift/press_room/swifews_archive/2010/business_forum/Canadian_BusinessmFa&
010.page>. Also, Sibos. “Sibos Issues Thursday.offigal daily Newspaper of Sibos.” Hong Kong, $&pber 14-18,
2009.

350Agreement between the European Union and the UBitatets of America, OJ L 195, 27.7.2010, p. 5-14.
1 Porcedda, “Law Enforcement in the Clouds,” p.228.
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the latter is laid down by article 18. The prineigif data minimisation has also been introducethby
proposed article 5(c).

4.4.8 Appraising the Communication and the propdédegulation

On the basis of this brief analysis, the Commuidcatand the ensuing Regulation, seem to be
moving overall in the right direction to meet thealtenges of cloud computing. An exception is the
definition of personal data, which | believe shob&lupdated, in particular with a view to incregsin
the complementarity between privacy and data ptiotec and cyber-security. No matter how
interlinked the two may be, if data protection lawsre outdated, they would be of little help for
cybercrime.

Certainly, it has to be seen how the proposed Rdigul will survive the many reviews, and in
particular the proposed Directive. Indeed, thisams area of convergence of policies produced by
different Directorate Generals, which do not neaglgshave the same policy orientations. Criticism
has already been raised with regards to the prddosective.

This chapter has addressed the two caveats oncprimamely adopting a core-periphery approach
leading to better crafted data protection rules, @pdating the data protection legislation in orer
meet the challenges, especially the technologicalsol will now integrate the two and reach a
conclusion.
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5. Conclusions: A Dual Role for Cyber-Security Poty in the EU?

5.1 Introduction

The objective of this research was to contributéhto ‘security vs. privacy’ debate. In particuldr,
tried to theoretically demonstrate the existenceomd instance where security and privacy can be
complementary, namely the case of cybercrime abdregecurity. This is not to say that privacy and
data protection are the key to solving the problefsybercrime and cyber-security, but that they
may be more a support than an obstacle, contramphdgozero sum game depicted by the classic
dichotomy. | have tried to explain the links byngsthe EU legal framework as a practical example. |
shall now try to address the question whether andmu rights by design’ security policy is feasible,
and how, in a more direct manner. The burden obfpion privacy, as in the ‘security vs. privacy’
debate, it is perceived as the obstacle to obt@iadditional security.

5.2 Integrating Cyber-Security and Privacy

5.2.1 De facto

If one looks at the factual conditions of privagydasecurity in the cyber-realm, it is not diffictidt
show the integration of security and privacy.

“The canonical goals of information secufifyare confidentiality, integrity and availability.. tegrity

is a degree of confidence that the data (and systesupposed to be there, and is protected against
accidental or intentional alteration without authation...(it) is supported by well audited code, el
designed distributed systems and robust accesstamtchanisms. Availability means being able to
use the system as anticipated.” Finally, “confiddity refers to keeping data private. Privacy fs o
tantamount importance as data leaves the bordeitseobrganization...(it) is supported by, among
other things, technical tools such as encryptiath @astess control, as well as legal protectBhThe
canonical goals apply both at the end point— tliévidual — and at the systemic level — the network.
The latter is also the level of CllI; therefore cybecurity, intended as the policy tackling Cllihdes

on the application of the same goals. From herdirsiyyhypothesis, namely that narrow cybercrime
and cyber-security pertain to the same phenomsrmgscended.

Likewise, one of the FIPPs is ‘security of the meging operations of the personal data’. If one can
say that, by applying good confidentiality and gty measures, privacy is defended, one could also
say that, by applying good privacy measures, cenfidlity and integrity are attained in part, asda

the personal data part is concerned. | have addatheeidea that, if the definition of data proteanti
was extended, the complementarity of privacy anth darotection rules would be increased
accordingly, and in particular could apply to cylsecurity at large. Therefore, a ‘PbD’ cyber-seyuri
policy is possible from a@e factoperspective, provided that a technical view ofusigg is adopted
(first caveat). In this case, privacy would notyobé a right, but a collective interést.

If a national security view was endorsed instehd, gursuit of ‘security’ would entail surveillance,
and privacy and data protection would be seenasdlue opposed to security. Similarly, when one

2 1n practice, security is more nuanced than that;'getting protection right...depends on severaledéht types of

processes. You have to figure out what needs giote@nd how to do it.” Andersoecurity Engineeringp. 2.

353 Allan F. Friedman and Darrell M. West, “PrivacydaBecurity in Cloud Computingl8sues in Technology Innovatian?
3 (2010).

%54 Bennett and Raaffhe Governance of Privacy
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focuses on broad cybercrimes, privacy and dategiioh become a value to be balanced against
prosecuting the crime. | have argued that thisesabse tackling broad cybercrime requires reactive
measures, since the data are only an online ‘grofécf a crime happening in the real world, and
therefore constitute evidence, and not the objethte protection itself. As a consequence, broatl an
narrow cybercrimes are profoundly different in teraf underlying logics (first hypothesis).

5.2.2 De iure

The technical approach recognises the importancegoflation for the pursuit of confidentiality. Rat
protection and privacy laws, as they currently dfaran be divided into two groups: the rules which
discipline cyber-crime and ‘security’ (as defined the introduction) from the personal data
perspective, which show ‘complementarity’, and thdes which impose obligations which
‘contribute’ to the prevention of cybercrimes ahd pursuit of cyber-security.

Complementary rules to cybercrime and the purduityber-security

The first group includes the following:

+ Article 16 of the Directive 95/46/EC and article®fsthe e-Privacy Directive on confidentiality,
and to a certain extent articles 6 on traffic data 9 on location data other than traffic data,
prohibit illegal interception of data, which is psimed by article 6 of the proposed Directive on
Attacks against Information Systems;

« The revised article 5.3 of the e-privacy Directivehich mandates to request the consent to
install cookies, forbids illegal access to inforinatsystems, which is punished by article 3 of
the proposed Directive;

« Article 13 of the e-privacy Directive proscribesasmming, which is an illegal system
interference pursuant to article 4 of the propdsedctive;

« Article 17 of Directive 95/46 punishes illegal datsterference (article 5 of the proposed
Directive);

« Article 24 of Directive 95/46 on sanctions is indiwith both articles 9 on penalties and 11 on
liability of legal persons of the proposed Direetiv

The same articles also proscribe computer fraudfargery, i.e. articles 7 and 8 of the Cybercrime
Convention, insofar as the data that is the obpédhe offence is considered personal within the
meaning of article 2 of Directive 95/46/EC. Thewrgent that the concept of personal data should be
extended is also valid here.

Rules contributing to the prevention of crimes ayber-security

There are two main categories of data, which camribmte to the prevention of cyber-crime and the
pursuit of cyber-security.

«+ Article 17 of the Directive 95/46/EC creates prainanmeasures for all offences which involve
a breach of security, as addressed by articles63ofathe proposed Directive on Attacks against
Information Systems, thanks to the obligation toomdthe necessary organizational and
technical measures, which must be appropriate dorigks posed by the processing activity,
provided these are technically and economicallysiféa for the controller or the processor
(which must in turn be chosen in an accurate manner

« Examples of appropriate technical security measaresan adequate information management
system to control access to data; this includesisieeof audit trails, which allow logs to be kept;
the use of PETs and protection against breachesexXample through the use of patches,
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encryption etc.; the obligation to segregate the deored; and maintaining a person responsible
for security>>®

« Proposed procedural measures include: obligatioraudit the system (and keep audit-trails);
cooperation between service providers and DPAswallg audit of security measures/issuance
of recommendations); and a security policy expredselear language®

Measures adopted in accordance with this articld,ia particular the creation of logs and auditdra
have an additional, important effect: they areipaldrly valuable in case of an investigation, laesyt
allow to limit the volatility of the data. This Imgs evidence to the claim that data protectiorsrate
not necessarily at odds with an investigation camiog cybercrime.

« Article 4 of the e-privacy Directive on ensuringtbecurity of the networks (now applicable also
to public communications networks, following thenavation of the Telecom Package), in
addition to what was stated above for article 18/df the e-privacy Directive, creates a
preventive measure for system interference, inndion-commercial spamming and DDoS
attacks (a common example of cyber-attack);

« The new article 4.3 of the e-Privacy Directive oandatory notification of data breaches is
particularly important to fill the gap between nligaed incentives, i.e. the fact that those who
should provide security — i.e. the producers —rertethose needing it (the users); the latter are
often unaware of such a need or assume protedéidactc®™’ The measure introduces legal and
social incentives, i.e. the obligation to repdng fear of customers’ loss of confidence, as well
as encourages the use of preventive techniquemndfyption is in place, the service is not
obliged to report.

« The new article 5.3 has sparked a rush to com@idoca transparent use of cookies. This is
helpful in preventing illegal interception.

Provided that the rules governing data protectienatigned with the technological reality (as ieses
form the first version of the Regulation), that pvided that caveat 3 is respected, privacy and
security can be integrated. Privacy and data piiotecactually, fill in the gap of preventive meass

in cybercrime legislation, which is crucial duethe problem of attribution.

Further integration may come from a revision of tdomcept of personal data, which included legal
persons. Another relevant aspect for those lawshwtiscipline the same offences envisaged by the
Directive repealing the Council Framework Decismn Attacks against Information Systems is that
the coherency and certainty of law should be emlsure

In addition to the benefits created by log and &trdils, real complementarity with the rules can b
ensured, then, provided that a core-periphery ambrdo privacy and data protection is adopted
(which translates into the adoption of meaningfatadprotection rules in the area of police and
judicial cooperation). Therefore, further reseascheeded to assess to what extent the safeguarfling
personal data and privacy may be at odds with bijectves of an investigation, and therefore regjuir
‘balanced maximisation.’ This is especially theects what concerns broad cybercrime(s).

Finally, all measures pertaining to privacy andadaiotection hinge on the idea that data subjeets a
clearly and comprehensively informed, i.e. they @vascious of the purposes and objectives of the
data collection and processing activities, andtban choose freely what level of protection theyiva
to enjoy (so-called fully informed and freely givaonsent). Raising awareness for privacy and
security are, in the end, two sides of the same. ddiis link is missing in the Commission’s proppsa
with the increasing attention to broad cybercrimd €IIP as a national security issue, measurdsein t

356 Gayrel et al. “Cloud Computing.”
356 Porcedda, “Law Enforcement in the Clouds.”
357 EDPS,Opinion on Privacy by Design
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opposite direction may be pursued. Therefore, tdress ‘how a EU cyber-security policy may

integrate privacy and data protection’, the accgmuld be put on preventive measures, raising
awareness, and distributing responsibility at allels, i.e. imposing the markets obligations to a
minimum level of quality of the services offeredhile reducing the impact of blanket surveillance

measures, and the use of informal practices (IRPsP without strict guidelines, which threaten

transparency. In the next paragraph, | will tryet@luate the likelihood of such an approach, given
current trends in the EU.

5.3 Modalities of I ntegration: Mixed Evidence from Palicy

On the one hand, the EU is taking the right apgraagvards cyber-security and cybercrime. The
intention to mandate the creation of statisticsappropriate reporting system, and informationtan t
types of offences, all lead to the creation of emizk and, therefore, a clearer vision of the coxple
phenomenon of cybercrime. In particular, this siduwpefully lead to a better understanding of the
relative incidence of the different cybercrimesd aherefore to the adoption of more adequate and
weighted policy choices over the measures to takgiography, the degree of secrecy or disclosure,
anonymity, deep packet inspection, freedom of dp@ad so on). Additional consciousness on cyber-
attacks and cyber-security is welcome as, indead,society relies on information and networks
security for various critical services.

However, the decision to refer to the Cybercrimen@mtion despite its limits, combined with the
spirit of latest policy documents, which tend t@wsitise the problem and put forward a classical
security vision, and an opposition of rights andusity, are worrying, especially if combined withet
international trends on the matter.

For instance, the EU-US Working Group on Cybersgcand Cybercrime (hereafter the WGCC)
following the acknowledgement of the ‘growing clealje of cyber-security and cyber-crim&;’
should be scrutinizet? The WGCC has crucial objectives, among them ‘aeréing) options for
outreach to other regions or countries addressimjjas issues to share approaches and related
activities and avoid duplication of effoff® In other words, it aims to shape the global debat¢he
matter of cyber-security and cybercrime. If onek®at the recent history of EU-US relations in the
area of home affairs, one probably does not haxarch in saying that the US approach may prevalil,
especially considering that the US has a more dpeel policy in cyber-security, which is bound to
progrg?s due to the considerable prospective imergt on cyber security: $10.5 billion/year by
2015:

This is certainly welcome as far as best practaresconcerned, such as its crime reporting system,
and the steps taken towards mandatory reportimgiaf breaches (which in the EU is a privacy issue).
Yet, other trends are less encouraging. The mjliaigaining more power in cyber-security, with the
contribution of the threat inflation produced byethmedia, sometimes silently supported by vested
interests®® maintaining high levels of alert is convenienticg increased cyber security spending

358 Council. EU-US Summit Joint Statement. 16726/1G&¥e815, Lisbon, 20 November 2010. p. 3.

359 Commissioner Malmstronfnswer on behalf of the Commission to question byidjarSchaakéALDE) of 17 May
2011, available at <http://www.statewatch.org/whats.htm> (last accessed on 21 July 2001).

360 commissioner ofAnswer on behalf of the Commission to question bgtEStrasse(PPE) of 20 December 2010, 15
February 2011.

361 Jerry Brito and Tate Watkins, “Loving the Cyber Bdiiibhe Dangers of Threat Inflation in CybersecuRilicy.”
Mercatus Center, George Mason University, 26 AP

32 Eor different positions on the likelihood of cybears, see: Giampiero Giacomello, “Minacce Digjt&ischio Reale:
Semplice Mito o Scenario Prossimo Venturo?lrtroduzione al Mondo Nuoyad. Fabio Armao (Milano: Guerini,
2006); Sommer and BrowiReducing Systemic Cybersecurity Rislexry Brito and Tate Watkins, Loving the Cyber
Bomb?”.
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could compensate for budget cuts in other aredefeince, as well as to other governmental agencies,
to gain more power. Representatives seem to bargaskich approach as cyber-security represents a
pork-barrel spending opportunity to create jobs amdls in their constituency’ Programmes like
Einstein 2.0 and 3.0 recall too closely Total Imfiation Awareness, which led to the disaster of the
PNR Agreement®*

Moreover, despite its more stringent rules on myvand data protection, the EU may not be more
protective vis-a-vis the US> The 2011 G8 forum can be considered a good baevrastregards the
orientation of some of the most influential MS; aral parties lamented the freedom restrictive
approach adopted, either for economic or politicaicerns® For instance, there seems to have been
a recent cooperation with China on approximatingcfices on censoring illegal material on the
Internet®® China’s approach to the Internet is hardly knowrbaing amongst the most liberal. These
may be in line with the idea of creating a ‘virtt@thengen border’ and ‘virtual access points’, Wwhic
entail the compilation of “black lists” by the Imtet Service Providers, in order to block illicit
content’®® In other instances, the Commission’s ‘wait and spproach, adopted in the case of net
neutrality and filtering, may be equally damaging,it allows dubiously lawful practices to taketroo
and multiply, to the detriment of a culture of @éy and data protection, which would be beneficial
cyber-security. The evidence is mixed. The poinpigzacy has a window of opportunity to be made
not just relevant, but indispensable, and it wdaddh pity to miss such a chance.

5.4 Future Research

This research investigated the theoretical feaikilf integrating privacy and data protection with

cyber-crime prevention and the pursuit of cybemeri In order to prove this in reality, practical

research is needed, based on concrete evidenpartloular, it should be necessary to trace a nfiap o
all possible offences encompassed by the term ayir@e, confirming whether the forensic practices
are the same, and in particular seeing how theeptean and prosecution of each of them would
interact with the others.

One way may be trying to map the attitudes of almemof representative governmental agencies and
businesses towards privacy and security, by meéms sample interview to be conducted off-the-
record. The data thus collected should be codedterdstatistically processed through simple linear
regression, to find the correlation between the imwdependent variables (privacy and security
measures), to see if they are coordinated. In dmebserve what made the difference in ICT based
crimes prevention (dependent variable), the mdsvaat cases could be selected and process-traced.
Other ways may be found to build the data-set anradlyae it; what matters is to attempt to carry out
the research in practice.

363 |bid.

364 PorceddaTransatlantic Approaches to Cybersecurity

35 on the topic, see Patryk Pawlak, “The UnintentioDavelopment of the EU’s Security Governance angoBd
Borders.”"European Foreign Affairs Revieli, Special Issue 2/1 (2012): 87-107.

366 European Digital Rights (EDRi). G8 And E-G8 Summit Mternet FreedonEdri-gram 9.11 (2011); G8 Declaration.
Renewed Commitment for Freedom and Democi@8ySummit of Deauville, 26-27 May 2011.

357 EDRI. “EU And China Adopt Harmonised Approach To Qeship.” Edri-gram, 9.10 (2011).

368 council Outcome of Proceedings of the Joint meeting ef lthw Enforcement Working Party and the Customs
Cooperation Working Party (Virtual Schengen)81/11, 3 March 2011.
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